Chemical and structural effects of base modifications in messenger RNA
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Abstract

A growing number of nucleobase modifications in messenger RNA have been revealed through advances in detection and RNA sequencing. Although some of the biochemical pathways that involve modified bases have been identified, research into the world of RNA modification — the epitranscriptome — is still in an early phase. A variety of chemical tools are being used to characterize base modifications, and the structural effects of known base modifications on RNA pairing, thermodynamics and folding are being determined in relation to their putative biological roles.

It is understood that the sequence and structure of messenger RNA have self-regulatory effects, influencing the splicing, translation, cellular localization and longevity of the RNA, and that the sequence and structure of a molecule of mRNA can be changed in its lifetime. Self-regulation has been well studied in riboswitches, which are fragments of RNA with a secondary structure that can be modulated by small molecules to alter splicing, translation and RNA stability1. Structural alterations to the purine or pyrimidine rings of nucleobases have the ability to change these same properties, as has long been recognized through modifications in transfer RNA and ribosomal RNA2,3.

In mRNA, as well as nucleoside modifications that are associated with the 5′-cap (ref. 4), six nucleosides with base modifications have been discovered so far: N6-methyladenosine (m6A) (refs 5 and 6), inosine 7, pseudouridine 8–10, 5-methylcytidine (m5C) (refs 11 and 12), 5-hydroxymethylcytidine (hm5C) (refs 13 and 14) and N1-methyladenosine (m1A) (refs 15 and 16) (Fig. 1). Cytidine to uridine (‘C-to-U’) editing is also known to occur in mRNA17,18. Although not discussed here, 2′-O-methylation of the ribose sugar of various nucleosides is another modification that has been recognized in mRNA6. Advances in detection have accelerated the pace of identifying new modifications and the discovery of further modifications is on the horizon. Meanwhile, high-throughput sequencing methods have improved our understanding of the distribution and regulation of modifications throughout the transcriptome. The vast amount of data generated by transcriptome-wide sequencing techniques has been complemented in some cases by studies of individual transcripts19,20.
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However, it is widely accepted that continued effort is needed to confirm sites of modification and to quantify the extent of the modification at any particular site.

Determination of the extent of the modification is only one piece of the puzzle; it is also necessary to understand the chemical and structural roles of modified bases. Modifications do not exist as passive marks. Even the addition of small groups such as methyl affects the ability of bases to pair, to stack against neighbouring bases, to adopt one conformation over another, to favour one folded structure over another and to interact with proteins. Such changes affect the biological activities of the RNA molecules that contain them. As yet, these activities largely remain unclear, as do the direct pathways through which mRNA modifications occur, although rapid advances are being made. Improvements in detection and quantification together with the consideration of structure, localization and regulation at all levels will help to elucidate the role of each mRNA modification. In this Review, we give an overview of the approaches that are being used to discover and quantify modifications in mRNA. We then discuss these modifications in the context of their structures, asking how changes in shape and chemical functionality might inform the roles of base modifications.

Detection methods

Historically, base modifications have been detected through protocols that used combinations of chemical or enzymatic digestion, radiolabelling and thin-layer chromatography. These intensive techniques were used to detect the presence of \( m^6 \)A (ref. 6), \( m^5 \)C (refs 11 and 12) and inosine in mRNAs. However, it is difficult or impossible to use these methods to obtain information about which sites are modified. This is because individual RNA transcripts must be isolated in large enough quantities to enable the use of a combination of RNase enzymes to digest the RNA and localize the modification.

A spate of modifications newly identified in mRNA has been facilitated by improvements in mRNA isolation along with the successful combination of next-generation sequencing techniques with older methods such as immunoprecipitation and base-specific chemistry. Advances in mass spectrometry have also aided the identification and quantification of previously undetected mRNA modifications. However, generalizable methods for site-specific detection and quantification are elusive.

Transcriptome-wide sequencing

In the past five years, a number of studies have provided important transcriptome-wide data on modifications in mRNA and long non-coding RNA. The innovation in these studies comes from the integration of older, base-specific sequencing techniques with deep sequencing, giving better sensitivity and more comprehensive data than in the past. Three strategies have been combined with deep sequencing for the detection of modifications in mRNA: truncating the products of reverse transcription at the site of modification; altering or detecting altered base-pairing properties at the site of modification; and preferentially enriching modified sequences.
Some modified bases have been detected by conversion to a structure that causes a reverse transcriptase enzyme to stop. For example, both inosine and pseudouridine can undergo base-specific reactions that add bulky groups to the Watson–Crick pairing face, which prevents reverse transcription of the RNA (Fig. 2a). For example, N-cyclohexyl-N′-(2-morpholinoethyl)-carbodiimide metho-p-toluenesulfonate (CMC) is used to selectively modify pseudouridine at N3 (ref. 31), the nitrogen that typically serves as a hydrogen-bond donor in a Watson–Crick hydrogen bond. When CMC-treated transcripts are compared with untreated transcripts, the location of pseudouridine can be determined by looking for sites of premature truncation8–10 (Fig. 2b). Inosine sequencing using methods that halt the reverse transcriptase is carried out differently32,33. Inosine is a modified form of adenosine but pairs best with cytidine. Because such modification does not occur in every RNA transcript, sites at which inosine is present are therefore sequenced as a mixture of adenosine and guanosine. However, the selective reaction of inosine with acrylonitrile converts inosine into a block for reverse transcription. Only unmodified transcripts (containing adenosine but not inosine) can be read through by reverse transcriptase, whereas the complementary DNA from transcripts that contain inosine is truncated. When cDNA created from acrylonitrile-treated RNA is compared with cDNA generated from untreated RNA, sites of inosine can be identified as those that are read as adenosine in the treated sample but as a mixture of adenosine and guanosine in the control33.

Other methods of detection rely on altered base pairing, owing to changes in the chemical properties of modified bases. For example, m5C can be detected by sequencing after treatment with sodium bisulphite: whereas cytosine is converted to uracil, m5C remains unchanged (Fig. 2c). When the sequences of sodium-bisulfite-treated and untreated RNA transcripts are compared, sites that are read as cytosine can be identified as m5C (ref. 25) (Fig. 2d).

So far, there is no specific method for detecting the chemical modification m6A. The methyl group destabilizes pairing with uracil, and a polymerase enzyme has been identified that is slowed approximately tenfold when the group is present34. This feature has not yet been developed into a sequencing-based detection method, however. The state of the art for m6A detection is immunoprecipitation enrichment, in which an anti-m6A antibody is used to pull down fragments of RNA that contain m6A. The sequences of the m6A-enriched RNA pool can be compared to those of an unenriched control pool of transcripts to localize sites of modification on mRNA transcripts to regions of about 100 nucleotides26,27. Other efforts have focused on more specific localization. In 2015, m6A mapping with improved resolution was reported by both Chen et al.35 and Linder et al.36. Achieved by crosslinking m6A antibodies to RNA fragments, Linder et al. took the method a step further, relying on signature mutations or truncations induced by the crosslinking to identify m6A sites with single-nucleotide resolution36.

Immunoprecipitation enrichment can be used in combination with other techniques to provide higher certainty with respect to the location of modified bases. Reported methods for mapping m1A start with immunoprecipitation enrichment15,16. To improve accuracy and sensitivity, each study also takes advantage of the propensity of m1A to halt polymerases or to induce mismatches37 owing to the protrusion of the methyl group from the Watson–Crick
hydrogen-bonding face of adenine. The immunoprecipitation-enriched RNA is split into two pools, with one sequenced directly and the other undergoing enzymatic demethylation\textsuperscript{16} or Dimroth rearrangement to m\textsuperscript{6}A (ref. 15) before sequencing. Immunoprecipitation-enriched regions with considerable truncation\textsuperscript{16} or a high rate of mismatch\textsuperscript{15} in the pool that has been sequenced directly are assigned as containing m\textsuperscript{1}A. Theoretically, such an approach could be used to determine the precise site of modification; however, the transcriptome-wide studies described here rely on localization-based rather than site-specific mapping.

Genome-wide sequencing has greatly improved our understanding of which transcripts may be modified, as well as the probable location of such modifications. Furthermore, transcriptome-wide mapping has begun to lead to the identification or validation of proteins that ‘read’ and ‘write’ base modifications, and overlaying the maps that result can provide insights into the way in which various levels of cellular regulation are interwoven. However, considerable drawbacks and uncertainties are associated with each of the methods developed so far. For example, bisulfite sequencing of m\textsuperscript{5}C in RNA must balance the unwanted degradation of RNA at high temperatures with the need for denatured (that is, unpaired) RNA and completed reactions to be successful\textsuperscript{38}. Acrylonitrile, used in the detection of inosine, and CMC, used in the detection of pseudouridine, both cross-react with other modified bases\textsuperscript{39,40}.

Detection methods that do not rely on chemical modification also have drawbacks. The success of immunoprecipitation enrichment depends on the specificity of the antibody, and a lack of specificity of anti-m\textsuperscript{6}A antibodies in purine-rich regions\textsuperscript{41} and non-specific affinity for both adenosine and m\textsuperscript{1}A (ref. 15) have been reported. To account for errors, detection studies set thresholds below which a modification will not be designated, which means that sites of low-frequency modification, sites modified on RNAs of low abundance and sites involved in secondary structures might not be identified. Indeed, it could be that only a fraction of pseudouridine sites have been detected through sequencing\textsuperscript{30}. Also, the lack of resolution of immunoprecipitation-based studies and sequence truncation in reverse-transcription-based studies can obscure the presence of several modification sites in close proximity.

Another important factor is the reverse-transcription step that forms part of most sequencing methods. It can be a source of bias because reverse transcriptases may not read through modified nucleotides as well as unmodified ones, meaning transcripts that contain modifications are underrepresented after reverse transcription. In our experience, and that of other researchers in the field, this can lead to underestimation of the modified fraction of RNA, particularly during the use of sequencing methods that involve halting reverse transcriptase. A less investigated corollary is that the presence of several modifications in a single sequence will probably hinder the sequencing of each.

Although transcriptome-wide studies give an idea of the number of transcripts that have been modified, as well as the relative abundance of modification under certain conditions, the ability to accurately quantify modifications at this level is still missing. Exciting breakthroughs in the transcriptome-wide mapping of base modifications therefore need to be
followed up with careful validation, together with the establishment of new methods that enable site-specific quantification.

**Mass spectrometry**

Generally, and unlike transcriptome-wide sequencing, mass spectrometry does not provide sequence-level information. However, it can be used to identify the existence of modifications and to determine their global abundance. In most cases, RNA is digested into single nucleotides or nucleosides, which are then analysed by high-performance liquid chromatography (HPLC) coupled with tandem mass spectrometry (MS/MS).

The presence of m$^1$A in mRNA was confirmed through HPLC–MS/MS. Under the alkaline conditions often used during RNA digestion, m$^1$A can rearrange into m$^6$A, which may have prevented its earlier identification. Using mild conditions, a peak was found with the retention time and fragmentation pattern of authentic m$^1$A, with an abundance of 0.015–0.16% of all adenosines$^{15,16}$.

Pseudouridine was first identified in mRNA through sequencing, but HPLC–MS/MS was used to quantify pseudouridine in this class of RNA$^{30}$. The results revealed that mRNA contained pseudouridine modification at an abundance of 0.1–0.5% of all uridines, which matched the level of m$^6$A modification and was considerably higher than the levels suggested by previous studies based on sequencing alone.

Although HPLC–MS/MS has proved its utility in the identification of modified nucleotides, we have yet to see a comparison of the levels of all base modifications using quantitative methods, and the chance to detect new modifications remains.

**Quantitative site-specific detection**

The global detection of modification levels is an important target, but it relies on selective sequencing (as described previously) and is not always quantitative. One method, termed SCARLET (site-specific cleavage and radioactive labelling followed by ligation-assisted extraction and thin-layer chromatography), enables the detection and quantification of modifications that do not affect Watson–Crick base pairing$^{42}$. The technique was first used to detect m$^6$A but has also been used to validate sites in the transcriptome-wide sequencing of pseudouridine$^{30}$. SCARLET involves multiple enzymatic steps and site-specific sequences, which must be designed and optimized for each site of interest. In addition to being a time-consuming technique, the reliability of quantification by SCARLET may be affected by the unforeseen effects of nucleoside modification on the activity of any of the several enzymes that are used.

Continued improvements in the site-specific sequencing and quantification of RNA modifications, as well as the further refinement of transcriptome-wide techniques, will aid in our understanding of when and where such modifications occur and expand our ability to correlate modification with function. Even with imperfect detection methods, strides have been made in establishing the function of some modifications. Analysing base structure is the main approach by which we can improve our knowledge of the biological roles of RNA modifications.
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Structural effects of modification

It is clear that base modifications cause changes in the reactivity, structure and base-pairing interactions of RNA. However, the degree to which these changes translate into biological effects remains unclear. Of particular interest are dynamic modifications, which have the potential to be added and removed in the lifetime of a single RNA molecule, suggesting that there is exquisite temporal control of biological activity (Box 1). Dynamic modifications could presumably be switched on or off at a single site, whereas non-dynamic modifications only have to occur once to permanently affect the fate of the RNA. However, even those modifications not considered to be truly dynamic (for which no eraser exists) are responsive to changes in cellular conditions, including differentiation and stress. As work continues to elucidate the importance of such modifications, we now focus on the structural effects of each modification in the context of what is known about its biology.

m^6A

The modification m^6A is found mainly near stop codons and in 3′ untranslated regions (UTRs) and has been implicated in numerous mRNA processes and events, including splicing, RNA degradation and the regulation of protein expression levels. There are an estimated 3–5 occurrences of m^6A per molecule of mRNA, mainly in the context of the sequence GGm^6ACU (refs 26 and 27). Several proteins that can recognize m^6A (known as ‘readers’) have been identified, and there is evidence that m^6A can function both as a switch of secondary structure and as a direct recognition element for proteins.

The relatively simple change in structure that results from N^6-methylation has been shown to modulate the accessibility of RNA sequences to RNA-binding proteins.\(^{20}\) Although it does not change the pattern of hydrogen-bonding donors and acceptors on the base (Table 1), N^6-methylation of adenosine does alter the energetics of the A•U pair. In the preferred unpaired conformation of m^6A, the methyl group is in the syn orientation (Table 1). The anti conformation, which is required for the Watson–Crick pairing of A with U, elicits an energetic penalty owing to the steric clash between the methyl group and N7, a nitrogen in the purine ring, causing a considerable destabilization of m^6A•U pairs in comparison to A•U pairs.\(^{43}\) However, unpaired m^6A stacks strongly at the end of a duplex, stabilizing regions that are in transition from double-stranded to single-stranded structures.\(^{44}\) Consistent with this, cellular RNAs show a decrease in base pairing around sites of m^6A when they undergo methylation,\(^{45}\) as well as a structural transition from paired to unpaired in the vicinity of m^6A modifications.\(^{44}\) The methylated base is therefore proposed to act as a spring-loaded switch, changing from the m^6A•U paired form in the anti conformation to the unpaired form in the syn conformation, which results in a change in local secondary structure and in biological function\(^{44}\). Demethylation can revert the mRNA to its previous form; interestingly, the m^6A demethylases identified so far act only on single-stranded RNA,\(^{46,47}\) which is consistent with the decrease in base pairing in regions that contain m^6A.

The hypothesis that m^6A can serve as a structural switch is also supported by the work of Liu et al., who found that the modification of A to m^6A results in an increase in the accessibility of binding sites for heterogeneous nuclear ribonucleoprotein C (HNRNPC).\(^{20}\) Binding of HNRNPC to sites that are modulated by m^6A was, in turn, linked to mRNA...
abundance and splicing. For m^6A, direct links between a chemical change (modification), a structural change (duplex destabilization) and a biological effect (protein binding) have therefore been established.

Another effect that seems to be attributable directly to the destabilized m^6A•U pair is slower pairing of cognate tRNAs with codons that contain m^6A. Although structures determined through X-ray crystallography show m^6A•U pairs with minimal overall perturbation in the active site of the ribosome, the presence of the modification affects the rate and fidelity of tRNA selection and elongation during translation, probably owing to minor steric effects.

The YTH domain-containing family of proteins shows a high affinity of binding to m^6A in mRNA, especially in the GGm^6ACU consensus sequence. Crystal structures of m^6A-containing RNA bound to two YTH proteins, YTHDC1 and YTHDF2, reveal that the methyl group of m^6A is recognized by an aromatic pocket in the favoured syn conformation. YTHDC1 was found to regulate mRNA splicing in targeted RNAs. The recognition of m^6A-containing RNA by YTHDF2 is linked to the YTHDF2-mediated degradation of such RNAs, a decrease in the lifetime of methylated mRNAs and alterations in ribosome occupancy. YTHDF1, another protein that contains the conserved YTH domain, also binds to m^6A and it acts to increase the efficiency of translation. YTHDF1 and YTHDF2 may work in concert to elicit short bursts of the translation of certain transcripts. These examples of binding by YTH domain-containing proteins demonstrate how m^6A can trigger a protein-recognition event that affects mRNA fate in the cell.

The modification m^6A also has a role in the cap-independent initiation of translation in response to heat shock. Clearly, this dynamic modification offers the cell a wide spectrum of tools with which to modulate mRNA maturation, splicing, lifetimes and translational accessibility.

m^1A

The unique properties of the modification m^1A include a positive charge and a methyl group that fully blocks Watson–Crick pairing (Table 1). These features promote the possibility of strong electrostatic interactions between RNA and protein and the formation of alternative RNA secondary structures. Indeed, m^1A is well established as a structural feature in tRNA and rRNA. In tRNA^{Lys}, N^4-alkylation at a specific adenosine residue alone is sufficient to trigger the clover-leaf secondary structure, whereas the unmodified sequence forms an extended hairpin. A structural study in RNA generalizes the finding that m^1A destabilizes the local duplex: instead of participating in Hoogsteen base pairing, as occurs in DNA, m^1A remains unpaired, which melts the local duplex.

The N^4 methylation of adenine occurs mainly in the 5′ UTR of mRNA and has been correlated with an increase in gene expression and changes in cellular metabolism. The modification m^1A, which is around ten times less abundant than m^6A, is suggested to play a part in the initiation of translation. The poor pairing ability of m^1A, together with its occurrence in GC-rich regions of 5′ UTRs, strongly suggests that m^1A could affect translation by triggering a change in RNA folding that facilitates access to a previously
paired region of RNA. However, such roles and the mechanisms of action of m^1A have yet to be confirmed.

m^{5}C

So far, the potential roles of m^{5}C in mRNA remain tenuous. Methylation at position 5 of cytosine has very little effect on pairing but increases the hydrophobicity of the major groove of RNA and probably enhances base stacking^{59} (Table 1). The interaction and, presumably, methylation of p16 mRNA by the RNA m^{5}C methyltransferase NSun2 enhances the stability of the p16 transcript by preventing the binding of proteins that would trigger degradation^{19}. However, NSun2 does not have a similar effect on other transcripts^{60}. The latest RNA sequencing has revealed the presence of more than 8,000 m^{5}C sites in both coding and non-coding regions of mRNA. Although methylation sites seem to be distributed randomly in coding regions, considerable enrichment occurs in the 5' UTR and the 3' UTR (ref. 25). More information on the transcripts, sequence contexts and secondary structures that contain m^{5}C is needed before conclusions can be drawn about the chemical or structural effects and the biological consequences of this modification.

The oxidation products of m^{5}C in RNA — hm^{5}C and 5-formyl-cytosine — have been observed both in vitro and in vivo^{13,61,62}. These modifications widen the possibility of structural effects through hydrogen bonding or polar interactions in the major groove. Transcriptome mapping and gene analysis of hm^{5}C indicates the presence of this modification in genes that are involved in basic cellular processes and development^{14}. Further work is therefore needed to analyse the roles of hm^{5}C and 5-formylcytosine in biological processes and to characterize their potentially dynamic nature.

Pseudouridine

Pseudouridine is an isomer of uridine that retains its Watson–Crick base-pairing preference for adenosine. However, there is evidence that pseudouridine both constrains flexibility in single-stranded RNA^{63} and provides a small thermodynamic benefit over uridine in pairing with adenosine in double-stranded RNA (Table 1)^{64}. Nuclear magnetic resonance structures of a folded RNA molecule show the slow exchange with solvent of the extra hydrogen-bond donor N1 in pseudouridine, which suggests that stabilizing tertiary interactions are formed between N1 and the backbone through a water molecule^{63–65}. The idea that this constrained flexibility can modulate function is supported by the work of Chen et al., who found that the incorporation of pseudouridine at important positions in the polypyrimidine tract of adenovirus premRNA reduces splicing. This effect was linked to a decrease in binding of the protein U2 auxiliary factor, which was attributed to the C-3′-endo sugar pucker that is favoured by pseudouridine^{66}. The fact that pseudouridine gains an extra hydrogen-bonding group on its non-pairing edge also raises the possibility of selective protein recognition through polar interactions in the major groove.

Sequencing of pseudouridine in human mRNA has led to the identification of several hundred sites^{8–10}, but analysis by HPLC–MS/MS suggests that pseudouridine is present at a level of 0.2–0.6% of all uridine in mRNA^{30}. Although most of the functional pathways involving pseudouridine in mRNA remain unclear, pseudouridylated mRNA sequences are
characterized by enhanced lifetimes in \textit{in vitro} experiments\textsuperscript{67} and pseudouridine-containing mRNAs showed about 25% increased expression compared to the same sequences containing uridine\textsuperscript{10}. However, whereas a study of an mRNA that contains a pseudouridine modification showed a twofold increase in translation levels compared to those of an unmodified control transcript\textsuperscript{67}, another study showed a decrease in translation levels of about 30% (ref. 68). Pseudouridylation might therefore participate in the modulation of gene expression and mRNA stability, although its effects could be dependent on the transcript involved, the sequence context and the expression system\textsuperscript{10,52}.

Other studies have suggested further possible roles for pseudouridine. Various mRNAs containing pseudouridine in place of the uridine of stop codons were read through and decoded as specific amino acids, both \textit{in vitro} and in cells\textsuperscript{69}. Interestingly, the anticodon–codon pairs involve previously unknown Watson–Crick/Hoogsteen purine–purine pairs\textsuperscript{70} and the basis for the pseudouridine-derived change is unclear, although reduced interactions with release factor proteins owing to a change in the dipole of pseudouridine relative to uridine has been proposed\textsuperscript{71}. Evidence of read through both in yeast\textsuperscript{69}, in which pseudouridine is known to occur in mRNA, and in bacteria\textsuperscript{70} suggests that pseudouridine could play a part in changing the coding properties of a transcript. However, such an effect could also be limited, as other studies have shown no change in coding properties on substitution of uridine with pseudouridine\textsuperscript{67,68}.

**Inosine**

Inosine modification — commonly referred to as ‘A-to-I’ editing — results in distinctly different base-pairing properties than does adenosine, because inosine pairs most stably with cytidine\textsuperscript{72}. However, the I•C pair is expected to be slightly less stable than the A•U pair\textsuperscript{73}. Inosine does have the ability to form wobble base pairs with uridine and adenosine, as seen in anticodon pairing, although these are more strongly destabilized compared to the canonical base pairs\textsuperscript{74}.

It has long been recognized that inosine modifications in the coding region can change the amino acids that are encoded because of the resulting change in base-pairing preference. The best-known example is an A-to-I editing event that changes a glutamine to an arginine in a glutamate receptor in the brain, which leads to a change in calcium permeability\textsuperscript{75}. A-to-I editing can also generate splice-donor and splice-acceptor sites. For example, self-editing has been observed for the intronic pre-mRNA of the enzyme double-stranded RNA-specific editase 1 (also known as ADAR2), resulting in the generation of an alternative 3′ splice-acceptor site and suppression of the enzyme’s expression\textsuperscript{76,77}.

However, the intrinsic change in the stability of base pairing suggests that inosine modification can also affect the local secondary structure as well as coding and recognition. A-to-I editing in a pairing region would result in a destabilizing I•U wobble pair\textsuperscript{78} (Table 1). Indeed, investigations into the ‘unwinding’ of double-stranded RNA found that the cause was inosine modification\textsuperscript{79}. ADAR1 and ADAR2, the adenosine deaminase enzymes that are responsible for the conversion of adenosine to inosine in mRNA, act only on double-stranded regions and may continue their activity until the substrate is destabilized\textsuperscript{80}. Research focused on RNA editing events suggests that more than 100 million potential
modification sites exist, most of which are found in the repetitive Alu elements of the human transcriptome\textsuperscript{81}. Edited double-stranded RNA regions have been detected in a complex with endonuclease V and Tudor staphylococcal nuclease and are linked to the degradation of extensively edited Alu elements, especially in viral infections and stress-response pathways\textsuperscript{82–84}. These regions can also be bound by p54\textsuperscript{nrh} and NEAT1 long non-coding RNAs, resulting in their retention in nuclear paraspeckles\textsuperscript{85}. Editing plays a part in discriminating between endogenous RNAs: for example, I•U mismatches prevent the oligomerization of the viral double-stranded RNA receptor MDA5 (ref. 86) and the activation of a cytosolic double-stranded RNA cascade response\textsuperscript{87}, which is typically triggered by viral infection. Nonetheless, a direct connection between changes in secondary structure and the mechanism of action of these biological effects in mRNA has not yet been made.

**Uridine**

Although uridine is a canonical nucleotide, it can — similar to inosine — arise in mRNA as the result of post-transcriptional deamination (C-to-U editing) rather than through direct incorporation. Unsurprisingly, modification of cytidine to uridine results in a change in pairing preference from guanosine to adenosine, which could drive the unfolding of RNA. Until 2011, \textit{APOB} was the only mRNA known to be an editing target; C-to-U editing changes the coding sequence, resulting in the production of a short isoform of the protein apolipoprotein B\textsuperscript{17,18}. However, a transcriptome-wide search uncovered more than 70 new sites of editing, most of which are in the 3′ UTR\textsuperscript{88,89}. Similar to inosine modification, uridine editing may change the structure of mRNA by destabilizing double-stranded regions and by promoting new folded structures. So far, only differences at the translation level have been noted\textsuperscript{89}, and the activity of C-to-U deaminases in double-stranded RNA has not been confirmed.

**Outlook**

Through the discovery of several base modifications, and with more likely to come, mRNA has joined the ranks of the base-modified RNA families. The burgeoning of transcriptome-wide modification mapping is the result of important innovations in detection that have greatly increased sensitivity and coverage. Even so, current transcriptome-wide techniques cannot tell us everything we need to know because of biases introduced by RNA structure and abundance. Other than identifying further modifications, the next big improvements in detection may come from the development of more quantitative techniques, including those at the site-specific level. The direct sequencing of RNA — for example, by nanopore\textsuperscript{90} — may aid the quest for site-specific detection and quantification. Because the downstream effects of base modifications arise from chemical alterations, more work is needed to analyse how such changes influence base pairing, helix stability and RNA conformation and folding both quantitatively and at high resolution. Methods that can directly examine how these modifications affect folding in cellular RNAs\textsuperscript{91} will also be invaluable in linking the chemistry to the biology.
Although we now know that mRNA is decorated with a considerable level of modification, it remains a substantial task to work out the underlying modification pathways and effects. However, when determining the parts that base modifications play in the splicing, maturation, stability, expression and degradation of mRNA, it is important to keep in mind that all such modifications have a direct impact on RNA structure. Structure, in turn, has the potential to affect function, as has already been shown for both m$^6$A and inosine. Structural and chemical effects will therefore need to be understood in combination with protein interactions to obtain a complete picture of RNA base modification.
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BOX 1 Cellular modification pathways

Canonical bases (grey) may undergo a variety of cellular processing events to form modifications that are known to be reversible (red), proposed to be dynamic (green) or not expected to be dynamic (blue). Dynamic modifications with both readers and erasers are of particular interest because a single site might be modified and then unmodified, which enables control within the lifetime of the mRNA — typically a period of hours. Here, we summarize the reported cellular machinery for the forward and reverse modification of mRNA bases (Box Fig.).

The modified base m1A can arise as a type of RNA damage caused by treatment with a methylating agent92. However, the abundance and distribution of this modification suggest that methylation at position 1 of adenine can also be carried out by an unknown enzymatic pathway. The RNA repair enzyme ALKBH3 can remove the N1 methyl group from m1A (refs 15 and 16). In cells, m6A is generated by the METTL3–METTL14–WTAP enzymatic complex93,94 and the N6 methyl group can be removed by the enzymes ALKBH5 (ref. 47) and FTO46. Another form of adenine modification is the base hypoxanthine (the nucleoside form of which is called inosine), which arises as the result of mRNA editing provided by the deaminases ADAR1 and ADAR2 (ref. 80). Cytosine undergoes methylation at position C5 to form m5C and the reaction may be performed by the enzyme NSUN2 (ref. 19) or the methyltransferase TRDMT1 (ref. 95). The modification m5C may then undergo enzymatic oxidation by TET dioxygenases to form hm5C (ref. 61). The product of further oxidation to a formyl group (f5C) has also been detected96 and may be an intermediate in the conversion of m5C or hm5C back to cytosine97. Cytosine is edited into uracil by a complex of the proteins APOBEC1, RBM47 and A1CF, which form part of an editosome98. Uracil can be isomerized to pseudouracil by various PUS99 enzymes alone or with the cooperation of H/ACA box ribonucleoproteins100.
Figure 1. Structures of base-modified nucleosides known to be present at internal positions in mRNA
Six modified bases have been discovered so far: m$^6$A, m$^1$A and inosine (top row) and m$^5$C, hm$^5$C and pseudouridine (bottom row). Chemical modifications are shown in red. Relevant purine and pyrimidine ring numbering is shown in blue.
Figure 2. Sequencing by chemical modification for the location of modified bases

a. Chemical treatments are applied to the modified bases pseudouracil and hypoxanthine, and the structures that result prevent the read through of RNA transcripts by reverse transcriptases. b. Sequencing by modification-specific termination of reverse transcription. The process for pseudouridine is shown as an example. Poly(A)+-enriched mRNA is fragmented and treated with CMC. A 3′-adaptor is ligated to each fragment and then reverse transcription is carried out. Next, truncated complementary DNA is selected by gel electrophoresis, amplified and sequenced. The location of the modification site is determined by comparing the frequency of read termination with and without the CMC treatment. c. The effect of sodium bisulfite (NaHSO₃) treatment on m⁵C and cytosine. The resulting structures are shown on the right. d. Bisulfite sequencing. Poly(A)+-enriched mRNA is fragmented and treated with sodium bisulfite. In the treated sample, all cytosines are converted to uracils; however, m⁵C is resistant to the treatment. The location of this base
modification can be then identified as the sites that still code as cytosine after sodium bisulfite treatment. C, cytosine; U, uracil.
Table 1

Structural effects of modified nucleotides in RNA

<table>
<thead>
<tr>
<th>Modified base</th>
<th>Structural effects</th>
<th>Proposed conformation in doubled-stranded RNA</th>
<th>Effects in double-stranded RNA</th>
<th>Protein interactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>m^7A</td>
<td>Watson-Crick base pairing blocked(^{44}) Base stacking enhanced(^{44})</td>
<td><img src="image1.png" alt="Image" /></td>
<td>Base pairing destabilized(^{44}) Helix unwinding(^{44},^{45}) Adjacent helices stabilized(^{44})</td>
<td>Binds to hydrophobic pocket (YTH domain proteins)(^{49},^{50})</td>
</tr>
<tr>
<td>m^5A</td>
<td>Watson-Crick base pairing blocked(^{58})</td>
<td><img src="image2.png" alt="Image" /></td>
<td>Base pairing blocked(^{58}) Helix unwinding(^{58})</td>
<td>Possible electrostatic interactions</td>
</tr>
<tr>
<td>m^6A</td>
<td>Base stacking enhanced(^{59})</td>
<td><img src="image3.png" alt="Image" /></td>
<td>Base pairing possibly stabilized(^{59}) Increase in major groove hydrophobicity</td>
<td>Possible hydrophobic interactions</td>
</tr>
<tr>
<td>Pseudouracil</td>
<td>Conformational flexibility possibly reduced(^{65})</td>
<td><img src="image4.png" alt="Image" /></td>
<td>Base pairing stabilized(^{65}) Increase in major groove polarity Tertiary interactions stabilized(^{65})</td>
<td>Possible polar interactions in the major groove</td>
</tr>
<tr>
<td>Hypoxanthine</td>
<td>Pairing preference altered(^{73})</td>
<td><img src="image5.png" alt="Image" /></td>
<td>Base pairing destabilized(^{73}) Helix unwinding(^{75}) Non-selective base pairing</td>
<td>Unknown</td>
</tr>
</tbody>
</table>

Modifications that have a destabilizing effect on Watson-Crick base pairing and helix stability are indicated by red circles. Modifications that have a stabilizing effect are indicated by green circles.