ABSTRACT The advantages of the model organism Drosophila melanogaster, including low genetic redundancy, functional simplicity, and the ability to conduct large-scale genetic screens, have been essential for understanding the molecular nature of circadian (~24 hr) rhythms, and continue to be valuable in discovering novel regulators of circadian rhythms and sleep. In this review, we discuss the current understanding of these interrelated biological processes in Drosophila and the wider implications of this research. Clock genes period and timeless were first discovered in large-scale Drosophila genetic screens developed in the 1970s. Feedback of period and timeless on their own transcription forms the core of the molecular clock, and accurately timed expression, localization, post-transcriptional modification, and function of these genes is thought to be critical for maintaining the circadian cycle. Regulators, including several phosphatases and kinases, act on different steps of this feedback loop to ensure strong and accurately timed rhythms. Approximately 150 neurons in the fly brain that contain the core components of the molecular clock act together to translate this intracellular cycling into rhythmic behavior. We discuss how different groups of clock neurons serve different functions in allowing clocks to entrain to environmental cues, driving behavioral outputs at different times of day, and allowing flexible behavioral responses in different environmental conditions. The neuropeptide PDF provides an important signal thought to synchronize clock neurons, although the details of how PDF accomplishes this function are still being explored. Secreted signals from clock neurons also influence rhythms in other tissues. SLEEP is, in part, regulated by the circadian clock, which ensures appropriate timing of sleep, but the amount and quality of sleep are also determined by other mechanisms that ensure a homeostatic balance between sleep and wake. Flies have been useful for identifying a large set of genes, molecules, and neuroanatomic loci important for regulating sleep amount. Conserved aspects of sleep regulation in flies and mammals include wake-promoting roles for catecholamine neurotransmitters and involvement of hypothalamus-like regions, although other neuroanatomic regions implicated in sleep in flies have less clear parallels. Sleep is also subject to regulation by factors such as food availability, stress, and social environment. We are beginning to understand how the identified molecules and neurons interact with each other, and with the environment, to regulate sleep. Drosophila researchers can also take advantage of increasing mechanistic understanding of other behaviors, such as learning and memory, courtship, and aggression, to understand how sleep loss impacts these behaviors. Flies thus remain a valuable tool for both discovery of novel molecules and deep mechanistic understanding of sleep and circadian rhythms.
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### Part 1: Circadian Rhythms

#### Genetics of circadian rhythms

Circadian rhythms are daily rhythms in behavior or physiology that reoccur approximately every 24 hr. Circadian rhythms can be entrained by external environmental cues (i.e., light and temperature), but persist in the absence of these cues, with free-running periods that deviate slightly from the expected 24 hr in constant environmental conditions. Circadian rhythms had been observed in living organisms for centuries (de Mairan 1729), but it was not until the advent of *Drosophila* research in the 1960s that we began to understand the genetic and molecular nature of this phenomenon. Circadian rhythms are evident in many different aspects of *Drosophila* behavior and physiology, but the major assays used to discover the key molecules driving circadian rhythms measured either eclosion (emergence of adult flies from pupae) or locomotor activity. Eclosion is a one-time event in a single fly, but it can be monitored as a rhythm in a population, with peaks of emerging flies typically observed in the early daytime hours. The first genetic studies of circadian rhythms began with the observation of heritable early or late eclosion times in *D. pseudoobscura* (Pittendrigh 1967), but it was the historic genetic screen of *D. melanogaster* conducted by R. Konopka in Seymour Benzer’s laboratory that led to the identification of single gene mutants, which were mapped and eventually cloned (Konopka and Benzer 1971; Bargiello et al. 1984; Zehring et al. 1984). Konopka identified mutants with shortened (to 19 hr) or lengthened (to 28 hr) periodicity of rhythms, or completely eliminated rhythms, in constant conditions, and found that all these mutations mapped to the same gene, which he named *period* (*per*). For a long time *per* was the only circadian gene known, but rapid progress in the circadian field in the 1990s led to the identification of *timeless* (*tim*) (Sehgal et al. 1994), *Clock* (*Clk*) (Allada et al. 1998), and *cycle* (*cyc*) (Rutila et al. 1998), which, together with *per*, make up the core transcriptional feedback loop that drives circadian rhythms. The late 1990s and early 2000s saw the identification of a circadian photoreceptor, *cryptochrome* (*cry*) (Emery et al. 1998; Stanewsky et al. 1998), the kinases *double-time* (*dbt*) (Kloss et al. 1998; Price et al. 1998) and *shaggy* (*sgg*) (Martinek et al. 2001), and a transcriptional activator involved in a second feedback loop, *vrille* (*vri*) (Blau and Young 1999). Following the identification of *tim* in 1994, which was identified using the same eclosion assay used by Konopka, the circadian field switched to locomotor activity as the assay of choice for circadian rhythms.
Locomotor activity in *Drosophila* is organized such that, in a 12:12 hr light:dark (LD) cycle, flies exhibit peaks of activity during dawn and dusk (morning and evening peaks), with increases in activity typically occurring slightly before (anticipating) the lights-on and lights-off transitions (Figure 1A), although under more naturalistic conditions, an additional afternoon peak of activity can be observed (Vanin et al. 2015). In constant dark conditions (DD), the morning peak shrinks and only the evening peak persists, reoccurring with a period of ~23.8 hr (Figure 1B). In addition to eclosion and locomotor activity, circadian rhythms also drive other aspects of physiology and behavior, including sleep and an increasingly appreciated role in metabolism. Circadian control of all of these processes relies not only on the intracellular clock, but also on networks of cells that interact to influence circadian outputs. In part 1 of this review, we will focus on how intracellular rhythms are sustained and how the network of clock-expressing cells in the brain drives rest:activity behavior and other outputs. The role of specific clock neurons in driving sleep behavior will be discussed in part 2.

**Molecular mechanism of the clock**

**Transcription-based feedback loops:** The finding that per RNA and protein are expressed cyclically and rising levels of protein are associated with declining levels of the mRNA led to the postulate that the PER protein negatively regulates its own transcription to generate an autoregulatory circadian loop (Siwicki et al. 1988; Hardin et al. 1990; Zerr et al. 1990). Subsequent studies with tim supported this idea, showing that the two mRNAs cycle in phase and the PER and TIM proteins interact directly and affect their own transcription (Gekakis et al. 1995; Sehgal et al. 1995). The negative feedback loop thus generated constitutes the basis of overt rhythms in *Drosophila*. As described below, maintenance of the loop requires the activity of additional components (Figure 2).

Levels of per and tim mRNA rise during the day and are highest in the early evening. At this time, the two proteins start to accumulate, initially in the cytoplasm, and then around the middle of the night in the nucleus (reviewed in Zheng and Sehgal 2012). TIM stabilizes PER in the cytoplasm, and is required to transport it to the nucleus. Nuclear localization of the two proteins is also regulated by specific importins (Jang et al. 2015) and appears to be temporally regulated (Curtin et al. 1995; Meyer et al. 2006). Nuclear localization of PER and TIM coincides with the decline of their mRNA levels due to negative autoregulatory feedback by the proteins. PER and TIM cannot bind DNA, but regulate transcription by inhibiting their transcriptional activators, Clock and Cycle. Although the mechanisms of negative feedback are not completely understood, biochemical data support sequestration of the CLK–CYC complex from DNA by PER and a model where PER recruits the kinase DBT (a CK1ε homolog) to promote CLK phosphorylation (Lee et al. 1999; Kim and Edery 2006; Kim et al. 2007; Nawatthean et al. 2007). The role of TIM in negative feedback is less clear. In the early morning, TIM levels decline sharply, and, by midafternoon, PER expression is also greatly diminished, lifting the negative feedback and allowing a new cycle of transcription.

In addition to the major feedback loop described above, the *Drosophila* clock contains a second loop interlocked with the first. In this loop, the CLK–CYC complex drives sequential expression of a transcriptional activator, PDP1, and a repressor, Vrille (VRI), of Clk expression (Cyran et al. 2003; Glossop et al. 2003). By feeding back on Clk expression in a rhythmic fashion, PDP1 and VRI maintain rhythmic expression of Clk mRNA. However, given that CLK protein levels do not cycle, the purpose of the mRNA cycling is unclear (Houl et al. 2006). It is thought that the second loop stabilizes the system and provides greater precision (Cyran et al. 2003; Glossop et al. 2003). Other proteins, such as Clockwork Orange,
KAYAK-α, and E75, are also implicated in transcriptional control (Kadener et al. 2007; Lim et al. 2007; Matsumoto et al. 2007; Ling et al. 2012; Kumar et al. 2014).

Post-translational regulation within the clock: It is clear that a molecular cycle as described above can be only maintained through the incorporation of critical delays. For instance, negative feedback likely has to be delayed or the system might reach an equilibrium between mRNA synthesis and mRNA repression, which would be incompatible with cyclic expression. As noted, expression of the PER and TIM proteins is delayed by several hours relative to expression of the mRNAs. Indeed, the timely appearance and disappearance of the proteins is very important, and is controlled in large part by post-transcriptional mechanisms. Translation of PER is regulated by a complex consisting of the Twenty-four and Ataxin-2 proteins, but this complex does not appear to act in a time-specific manner (Lim et al. 2011; Lim and Allada 2013; Zhang et al. 2013). There is more evidence for temporal regulation of protein stability, which is mediated to a large extent by phosphorylation. Both PER and TIM are cyclically phosphorylated, and many of the relevant kinases and phosphatases have been identified. Thus, Casein Kinase Iε (called doubletime in Drosophila) and NEMO phosphorylate PER to control its stability (Kloss et al. 1998; Price et al. 1998; Chiu et al. 2011), while Casein Kinase II and GSK3b (sgg) target PER alone or TIM and PER, respectively, to promote the nuclear entry of PER and TIM (Martinek et al. 2001; J. Lin et al. 2002; Lin et al. 2005; Akten et al. 2003; Ko et al. 2010). However, phosphorylation is not always a positive regulator of nuclear localization. Protein Phosphatase 2A dephosphorylates PER, and yet is also a positive regulator of nuclear localization and stability (Sathyanarayanan et al. 2004). Protein Phosphatase 1 also dephosphorylates and stabilizes TIM and PER, and effects on PER appear to be regulated by TIM (Fang et al. 2007). DBT may also delay nuclear entry of PER (Bao et al. 2001; Cyran et al. 2005; Zheng et al. 2014) in addition to its other roles in the clock.

In general, the mechanism by which phosphorylation impacts nuclear entry is not known. We have a somewhat better understanding of how phosphorylation affects protein stability. Phosphorylation of PER by DBT at S47 and likely other nearby sites promotes its recognition by the F-box protein SLMB, a component of the SCF E3 ubiquitin ligase complex, which targets PER for degradation (Grima et al. 2002; Ko et al. 2002; Chiu et al. 2008). Mutation of S47 to a residue that cannot be phosphorylated lengthens circadian period, most likely because PER expression persists longer than normal, while a phospho-mimetic S47D mutation shortens it (Chiu et al. 2008). On the other hand, phosphorylation of PER by the kinase NEMO at S596, along with DBT-dependent phosphorylation at neighboring sites, inhibits phosphorylation at S47 to stabilize PER, and mutations at these sites therefore shorten the circadian period (Chiu et al. 2011). A mutation in one of the DBT-dependent phosphorylation sites near S596 is, in fact, the basis of the 19 hr period in the original per<sup>short</sup> mutant isolated by Konopka (Baylies et al. 1987; Yu et al. 1987). Phosphorylated residues S610 and S613 also cooperatively regulate PER stability and...
lengthen the period when mutated, and genetic evidence suggests S613 may be upstream of the phosphor-cluster around S596, although the relevant kinase for these sites is not known (Garbe et al. 2013). Thus, an interplay of phosphorylation sites on PER tightly regulates its stability, and, ultimately, circadian period. It is important to note, though, that while a number of period-altering mutations have been identified in per, tim, and the relevant kinases, we still do not have a complete understanding of how the ∼24 hr period is generated.

O-GlcNAcylation of serine/threonine residues on PER and CLK provides yet another level of post-translational control (Kim et al. 2012; Kaasik et al. 2013). Knockdown or over-expression of the enzyme that confers this modification, OGlcnAc transferase (OGT), alters circadian period, perhaps by affecting phosphorylation of PER. The latter is based on the finding that O-GlycNAcylation of human Per2 competes with phosphorylation in critical regions (Kaasik et al. 2013).

It is important to note that mechanisms of the circadian clock elucidated in Drosophila are conserved through evolution. Inherent to clock function in flies is a feedback loop in which the per and tim genes are expressed cyclically and negatively regulated by their own protein products (Hardin et al. 1990; Sehgal et al. 1995). The Neurospora clock is likewise comprised of a negative feedback loop generated through cyclic activity of the frequency gene product (Aronson et al. 1994). Even the cyanobacterial clock, which can be reconstituted in vitro through the cyclic action of clock proteins (Nakajima et al. 2005), includes a transcriptional feedback mechanism in vivo (Ishiu et al. 1998).

Insects and mammals share not only the regulatory logic of a transcriptional feedback loop, but the functions of many clock genes are also conserved. Mammalian Per2 and CK1δ, both homologs of genes first linked to circadian rhythms in the fruit fly, have been implicated in the human circadian disorder Advanced Sleep Phase Syndrome (Toh et al. 2001; McDonald and Rosbash 2001; Ceriani et al. 2002; Ueda et al. 2002; Y. Lin et al. 2002; Wijnen et al. 2006; Keegan et al. 2007; Kula-Eversole et al. 2010; Xu et al. 2011; Hughes et al. 2012). Cycling transcripts that are direct targets of CLK-CYC can then drive broader changes in physiology. For example, cycling of the Nif-1 transcript results in time-of-day dependent changes in sodium leak current that, in turn, drive rhythmic neuronal activity in a subset of clock neurons (Flourakis et al. 2015). NLF-1 is thought to act by stabilizing and promoting trafficking of a sodium leak channel, Narrow Abdomen (na). This example shows how clock-dependent cycling transcription can be the basis for rhythms in physiology that, in this case, likely contribute to behavior. In addition to these cell autonomous effects of the clock on cell physiology, however, clocks can also drive rhythms in physiology of other cells non-cell-autonomously, by controlling signaling through neuronal circuits and release of secreted factors (Jaramillo et al. 2004; Cavey et al. 2016; Erion et al. 2016). The next section will discuss how clock neurons function as a network to orchestrate rest/activity rhythms.

The clock cell network

Behavioral rhythms of rest:activity require clock activity in the brain, which was suggested even by early experiments of Konopka in which he restored short period rhythms in per null flies by transplanting brains of per short mutants into the abdomen—an experiment that suggests some secreted humoral signal from the brain as a final output from the clock, which has not yet been identified (Handler and Konopka 1979). In Drosophila, the core molecular clock components are coexpressed only in a restricted set of ∼150 neurons, which serve a function similar to the mammalian superchiasmatic nucleus (SCN) in regulating circadian rhythms in behavioral activity. These neurons are clustered into discrete groups: specifically three groups of dorsal neurons (DN1, 2, and 3) and four groups of lateral neurons (LNs) (Figure 3). The lateral neurons consist of two ventral clusters—large and small ventrolateral neurons (ILNvs and sLNvs)—one group of dorsolateral neurons (LNdvs), and the lateral posterior neurons (LPNs). There is heterogeneity both between and within clusters; like cells in the mammalian SCN (reviewed in Welsh et al. 2010; Bedont and Blackshaw 2015), these cells express different neurotransmitters, neuropeptides, and receptors, and serve different functional roles, as discussed below. Clock cells also exhibit cycling neuronal activity (Cao and Nitabach 2008; Sheeba et al. 2008b; Flourakis et al. 2015), and the peak of neuronal activity, as reflected by intracellular calcium levels, occurs at different phases for different groups (Liang et al. 2016). However, in wild-type flies kept in conditions that approximate the natural world (including LD and early DD), the core molecular clocks in nearly all groups of clock neurons cycle approximately in phase with each other (Yoshii
et al. 2009a; Roberts et al. 2015). The mechanisms through which the cycling of the molecular clock generates complex and flexible behavioral outputs are thus probably related to these other properties of the clock circuit, rather than to differences in the cycling of the molecular clock itself.

**Pigment dispersing factor (PDF) and “morning” cells:** An important signaling molecule necessary for keeping clock cells synchronized with each other and orchestrating behavioral activity is the neuropeptide PDF. This peptide is expressed in all LNvs, with the exception of a single bilaterally represented PDF-negative cell referred to as “the 5th sLNv” (Heilbronn-Förster 1995; 5th sLNv first characterized in adults by Rieger et al. 2006). The PDF receptor, PDFR, is expressed in a subset of clock neurons distributed throughout the network (Im and Taghert 2010). Without PDF, the molecular clock in some groups of clock neurons run fast, while others dampen as individual cells fall out of phase with each other, and yet others may slow (Klarsfeld et al. 2004; Lin et al. 2004; Yoshii et al. 2009b; L. Zhang et al. 2010). Unsurprisingly, then, flies with mutations in either PDF or the PDF receptor (PDFR) have pronounced behavioral phenotypes, with no morning peak of activity and an early evening peak of activity in LD, and short-period rhythms that dampen quickly in DD (Renn et al. 1999; Lin et al. 2004; Hyun et al. 2005; Lear et al. 2005; Mertens et al. 2005).

Although both the ILNvs and sLNvs express PDF, the sLNvs are particularly important for behavioral activity rhythms and have robust molecular rhythms that persist many days into constant darkness (Grima et al. 2004; Stoleru et al. 2005; Roberts et al. 2015). The PDF+ LNvs are necessary and rescue of clock functions in PDF+ LNvs cells is sufficient for free-running behavior in DD and morning anticipation of lights-on in LD (Grima et al. 2004; Stoleru et al. 2004). The evening peak of activity in LD, on the other hand, is not affected by PDF+ LNv ablation or clock rescue, and, because of this apparent specificity, PDF+ sLNvs are often referred to as “morning” or “M” cells. Although convenient, this classification is widely recognized as imperfect. While the cells themselves are necessary, a functional molecular clock is not actually required in PDF+ LNvs for morning anticipation, and manipulating the pace of the clock in these cells does not change the phase of morning behavior (Stoleru et al. 2004; Guo et al. 2014). Moreover, there is evidence to suggest that additional clock cells, including the so-called “evening,” or “E,” cells (the PDF-negative 5th sLNv and LNds, discussed below), as well as the DN1s, are also important for morning activity, with roles that can change in different environmental conditions (Stoleru et al. 2007; L. Zhang et al. 2010a, b; Guo et al. 2014). Calcium imaging of these cells, on the other hand, somewhat reinforces the “M” and “E” roles; for both groups of cells, peak neuronal activity as reflected by intracellular calcium precedes the respective peak of behavior associated with each set of neurons by ~2–4 hr after entrainment to different light cycles (Liang et al. 2016).

In DD, PDF+ sLNvs are notable in their ability to drive both the speed of molecular cycling in other clock neurons, and, in large part, the speed of behavior in a PDF-dependent manner (Stoleru et al. 2005; Guo et al. 2014; Yao and Shafer 2014). If the period of molecular rhythms in PDF+ sLNvs is accelerated or slowed with genetic manipulations, the speed of molecular clocks in a subset of LNvs and some or all DN1s and DN3s will follow suit, suggesting that, in the absence of external cues, PDF+ sLNvs provide a signal that sets the pace of the clock throughout this network of cells (Stoleru et al. 2005; Yao and Shafer 2014). If the difference in the period of rhythms between PDF+ sLNvs and other clock cells is sufficiently large, some flies will exhibit two peaks of activity running with different period lengths, one apparently set by the PDF+ sLNvs and the cells that follow the PDF+ sLNv rhythms, the other apparently driven by the cells that are unaffected by the manipulation in PDF+ sLNvs (Yao and Shafer 2014). The ability of the PDF+ sLNvs to drive the pace of behavior is completely dependent on PDF signaling, suggesting that PDF is an essential part of this coupling mechanism (Yao and Shafer 2014). A similar coupling exists where the molecular clock in DN2s sets the pace of the molecular clock in the ILNvs, although the relevant intercellular signals involved have not been identified, and these cells do not seem to have profound effects on rhythmic rest:activity behavior (Stoleru et al. 2005). It is also important to note that these coupling relationships are likely different in LD cycles, and may also change in light cycles that mimic different seasonal conditions (Stoleru et al. 2007; Guo et al. 2014).

Although it is clear that PDF provides an important signal to synchronize clocks, the exact mechanisms through which...
this signal impinges on the molecular clock are still being explored. Activation of PDFR with bath application of PDF in brain explants results in increases in cAMP throughout the clock cell network, although this receptivity is gated by time of day such that it is greatest in early morning (Shafer et al. 2008; Klose et al. 2016). Biochemical and genetic evidence suggests that increases in cAMP produced by PDF signaling may act through PKA to stabilize PER, and, indeed, dbt, a regulator of PER stability, is necessary for clock neuron synchrony (Li et al. 2014; Zheng et al. 2014). TIM has also been proposed as a target of PDF and/or PDF+ LNv firing, based in one case on non-cell-autonomous degradation of TIM throughout the clock cell network induced by PDF+ LNv firing, and in the other case by restoration of rhythmic TIM expression in DN1s with per expression solely in PDF+ LNvs, although these authors propose that PDF signaling stabilizes TIM (Guo et al. 2014; Seluzicki et al. 2014). Finally, PDF acutely promotes firing of its target neurons, which may feed back onto the molecular clock (Nitabach et al. 2002, 2004; Seluzicki et al. 2014). In addition to its function as a synchronizing signal, PDF signaling is also required for “E” neuron activity at the proper phase in the circadian cycle (Liang et al. 2016). These proposed mechanisms for PDF action are not mutually exclusive, and may work together or in context-dependent ways to mediate the functions of PDF in the circadian clock circuit.

“Evening” cells: Based on the ability of the PDF+ sLNvs to set the pace of behavioral and molecular rhythms in DD, these cells are often referred to as the “master pacemakers,” but LNds are also crucial for many aspects of rhythmic rest:activity behavior. Like sLNvs, LNds have sustained molecular rhythms days into constant darkness (Grima et al. 2004; Roberts et al. 2015). LNds, together with the single bilateral PDF-negative sLNv often referred to as the “5th sLNv,” are often referred to as “evening,” or “E,” cells because they are necessary for evening anticipation in LD cycles, and rescuing the clock in both “E” and “M” cells produces normal anticipation at both times of day, while rescuing in “M” cells alone only promotes the morning peak (Grima et al. 2004; Stoleru et al. 2004). The pace of the clock in the “E” cells sets the pace of the peak of evening activity in LD cycles, suggesting both that the “E” cells govern evening activity and also that the pace of the molecular clock of “E” cells is not governed by “M” cells in LD as it is in DD (Stoleru et al. 2007; Guo et al. 2014). As with “M” cells, however, this classification is likely an oversimplification; recent work has suggested that disrupting synaptic transmission from “E” cells disrupts both the morning and evening peaks of activity and weakens activity rhythms in constant darkness (Guo et al. 2014). A functional clock in “E” cells is also sufficient for rhythmic behavior under high light conditions, such as experimental conditions where mutations in photoreceptive pathways allow flies exposed to bright light 24 hr a day (LL) to express rhythms (wild-type flies are arrhythmic under these conditions) or where darkness is replaced by low-intensity “moonlight” (Picot et al. 2007; Stoleru et al. 2007; Rieger et al. 2009). The LNds are quite heterogeneous, with only a subset of cells expressing the photoreceptor CRY or PDFR, and with subsets of LNds expressing different neuropeptides (Benito et al. 2008; Yoshii et al. 2008; Johard et al. 2009; Im and Taghert 2010; Im et al. 2011). In some cases, it has been shown that manipulating only a subset of LNds, along with the 5th sLNv, is sufficient for the phenotypes described (Picot et al. 2007; Rieger et al. 2009; Guo et al. 2014; Schlichting et al. 2016).

DN1s and nonclock output cells: DN1s are downstream synaptic partners of sLNvs that are also important for morning anticipation under LD conditions (L. Zhang et al. 2010; Y. Zhang et al. 2010; Cavanaugh et al. 2014; Seluzicki et al. 2014). A molecular clock in a subset of DN1 is sufficient to drive morning anticipatory activity in LD cycles, and, in certain temperature conditions, can drive evening anticipation as well (Y. Zhang et al. 2010). Unlike sLNv and LNd clocks, DN1 clocks dampen quickly in DD (Yoshii et al. 2009b; Roberts et al. 2015). However, DN1s make synaptic contact with some “output” (i.e., nonclock) cells in the pars intercerebralis (PI) that are necessary for strong activity rhythms in constant darkness, suggesting that they may act as a relay point between the sLNvs and clock output (Cavanaugh et al. 2014). Thus, it is possible that these cells maintain rhythms in neuronal activity despite a dampened molecular clock in DD conditions. Recent evidence also suggests that DN1s provide inhibitory feedback to both “M” and “E” cells (Guo et al. 2016), a finding similar to previous observations made in the somewhat simplified larval clock neuron network (Collins et al. 2014). A role for DN1s in sleep regulation is discussed below (Kunst et al. 2014; Guo et al. 2016).

The cells of the PI, thought to be the Drosophila equivalent of the hypothalamus (de Velasco et al. 2007), do not express components of the molecular clock, but rhythmic neuronal activity in at least some of these cells suggests that these cells receive time of day signals from the clock circuitry (Cavey et al. 2016). The PI secretes several neuropeptides, of which Diuretic Hormone 44 (DH44) is a critical regulator of robust activity rhythms in DD (Cavanaugh et al. 2014). In addition to the PI cells, two cells in the lateral horn expressing the neuropeptide leucokinin (LHLK cells) also show rhythms of neuronal activity and receive input from clock cells, most likely sLNvs (Cavey et al. 2016). Like DH44, leucokinin is necessary for robust activity rhythms in DD. However, it remains unclear if either of these molecules, or PDF, represents the secreted humoral factor(s) proposed by Konopka capable of regulating rest:activity.

Although not all clock cells have strong functional roles as mediators of rest:activity rhythms under the conditions typically used in the laboratory, these other clock neurons may be important for entrainment to different environmental cues, as discussed below, or in mediating other behavioral or nonbehavioral outputs from the clock. Rhythms in temperature preference in adult flies, for example, are not dependent on PDF or PDFR, but are driven by the DN2s (Kaneko et al. 2012).
The timing of sleep after lights-off is regulated by rhythms in GABA receptivity in lLNvs, and DN1s promote both sleep during the day and wakefulness just prior to lights-on (Kunst et al. 2014; Liu et al. 2014; Guo et al. 2016). Secreted signals from different groups of clock neurons also influence clocks and cycling transcripts in other tissues, discussed more below.

**Entrainment**

To act as reliable time-keepers, clocks must not only maintain a 24 hr rhythm, but also entrain to environmental cues. Light is the dominant entraining stimulus (zeitgeber) for circadian rhythms, although temperature can also entrain clocks in both cold-blooded animals and in mammals. Clock adaptation to zeitgebers can be studied by measuring behavioral and molecular adaptation to a shift in the timing of a zeitgeber, or by studying the effect of a brief pulse of a zeitgeber at an unexpected time of day. The latter approach, used with light or heat, will either accelerate or delay the phase of clock cycling and behavior, depending on when the pulse is delivered. These responses can be summarized by a phase-response curve (PRC), which shows the magnitude of phase shifting when the zeitgeber is delivered at different times of day. Clocks can be entrained to environmental zeitgebers either cell-autonomously or through neural circuits. TIM is rapidly degraded in response to light pulses, and is thought to confer environmental cues to the rest of the molecular clock (Hunter-Ensor et al. 1996; Myers et al. 1996; Zeng et al. 1996). Interestingly, there is now evidence that both cell autonomous and non-cell-autonomous mechanisms for entrainment in Drosophila converge on TIM degradation as a mechanism of resetting the clock.

**Light:** Entrainment to pulses of light requires a dedicated circadian photoreceptor, cryptochrome (CRY) (Emery et al. 1998; Stanewsky et al. 1998). CRY is a flavin-based light sensor similar to photolyase molecules originally found in bacteria; in flies, light that penetrates the cuticle is sensed directly by CRY. CRY binds directly to TIM upon light treatment, and promotes its turnover through the F-box SCF ubiquitin ligase component JETLAG (JET) (Ceriani et al. 1999; Koh et al. 2006b). This entire light response can be reconstituted in cultured cells by transfecting cry, tim, and jet (Koh et al. 2006b). CRY and JET are required for proper phase delays and advances in response to light pulses and also prevent flies from expressing behavioral rhythms in constant light, presumably because TIM is continuously degraded in these conditions (Stanewsky et al. 1998; Emery et al. 2000; Koh et al. 2006b; Lamba et al. 2014). CRY, however, is expressed in only a subset of clock cells (Benito et al. 2008; Yoshii et al. 2008), and is not required for synchronization to normal light:dark cycles because the visual system provides an additional mechanism of entrainment (Stanewsky et al. 1998; Helfrich-Förster et al. 2001; Rieger et al. 2003; Klarsfeld et al. 2004; Veleri et al. 2007). Although the mechanisms of visual-mediated entrainment are less clear, lLNvs have processes in the optic lobe, and are well-positioned to mediate transmitted visual signals to other cells of the clock network (Schlichting et al. 2016; Yoshii et al. 2016). Indeed, genetic manipulations to drive neuronal activity in PDF+ lLNvs for 2- or 3-hr bursts in the early night (ZT15) produce a behavioral phase delay, while driving activity late at night (ZT21) produces a phase advance, mimicking the effects of light pulses during these times (Guo et al. 2014; Eck et al. 2016). The firing-mediated phase shifts at both time points are dependent on Pdfr and coincide with TIM degradation across the clock cell network, suggesting that non-cell-autonomous responses may also work through TIM degradation (Guo et al. 2014). The firing-mediated early night phase delays and degradation of TIM are also dependent on the E3 ubiquitin ligase component Cullin 3, potentially representing an alternative mechanism for TIM degradation that does not rely on jet (Grima et al. 2012; Guo et al. 2014). CRY is also capable of directly modulating neuronal activity in response to light, although this has not yet been linked to circadian entrainment (Pogue et al. 2011, 2015).

There is some evidence to support a model where lLNds integrate cell autonomous and non-cell-autonomous light signals, and then provide a re-entrainment signal for other clock neurons. First, while both lLNvs and lLNds are required for phase shifts in response to light pulses, TIM is not actually degraded in PDF+ lLNvs during early night light pulses that induce phase delays, suggesting that these cells are not the integrators, at least at this time of day (Tang et al. 2010). Likewise, SGG, which promotes TIM stability, disrupts phase-response curves when overexpressed in PDF-negative clock cells but not PDF-positive clock cells (Stoleru et al. 2007). After a phase-advancing light pulse in late night, ex vivo brain imaging of PER transcription shows that lLNds are the first to shift and resynchronize, consistent with a role in re-entraining other clock neurons (Roberts et al. 2015). Finally, CRY is required in lLNds but not in other clock cells for quick behavioral re-entrainment to a shifted light cycle, and, even in the absence of CRY, the molecular clock in these cells will partially re-entrain within a day, whereas other clock cells do not show clear re-entrainment on the same time scale (Yoshii et al. 2015). This suggests that both CRY-dependent and vision-dependent signals have rapid effects on the clock in these cells, and that lLNds are functionality important for re-entrainment. However, this remains an area of active research, and a conclusive integrator role for lLNds has not yet been shown.

**Temperature:** Like light, temperature can be sensed both cell autonomously and non-cell-autonomously. Non-cell-autonomous mechanisms are mediated by heat-sensitive ionotopic receptors on the chordotonal organ (CHO), a peripheral sensory structure, and mediate behavioral and, in some clock neurons, molecular entrainment to temperature cycles with differences in temperature as low as 2°C (Wheeler et al. 1993; Sehadova et al. 2009; Wolfgang and Simoni 2013; Chen et al. 2015). Cell- or tissue-autonomous
mechanisms allow *Drosophila* peripheral, and possibly brain, molecular clocks to entrain to temperature cycles independently from non-cell-autonomous temperature inputs, although these experiments use higher amplitude temperature cycles (Glaser and Stanewsky 2005; Sehadova et al. 2009; Tataroglu et al. 2015). LNvs and LNds are not necessary for rest:activity adaptations to temperature cycles, although PDF + LNvs are necessary for free-running activity in constant conditions after temperature entrainment, and multiple groups of clock cells appear to be capable of mediating temperature entrainment (Yoshii et al. 2005; Busza et al. 2007). While most cells, including clock neurons, are capable of entraining to temperature cycles in a wild-type fly, it has been suggested that DN3s and LPNs are particularly sensitive to temperature cycles based on molecular cycling when conflicting light and temperature cues are given, and because the DN3s and LPNs display robust molecular cycling in LL temperature cycles even in the absence of LNvs and LNds (Yoshii et al. 2005, 2009a; Miyasako et al. 2007). In the absence of ChO input, molecular clock entrainment to low-amplitude temperature cycles in a subset of clock neurons is disrupted, although other clock neurons are still able to cycle, and the particular neurons disrupted are different for DD and LL conditions (Chen et al. 2015). Blocking output from DN1s or DN2s has some effects on entrainment to low-amplitude temperature cycles.

Recent work in S2 cells and live flies suggests that sustained high intracellular calcium induced by heat promotes degradation of TIM through a calmodulin/calpain (sol)-dependent mechanism (Tataroglu et al. 2015). SOL was found to mediate both molecular and behavioral phase-shifting and adaptation to temperature, and its mammalian homolog, SOLH, likewise promotes degradation of Per2. This work not only provides a mechanism for cell-autonomous entrainment of clocks to temperature cycles, but also might provide a mechanism for resetting in response to other stimuli that would produce sustained increases in intracellular calcium, such as non-cell-autonomous entrainment signals transmitted by neuronal circuits.

**Peripheral clocks**

Rhythms are observed not just in locomotor behavior, but in many physiological processes throughout the body, and these rhythms rely on the brain clock to various extents. Rhythms of eclosion are mediated by a clock in the prothoracic gland (PG), located in the thoracic region of the developing pupa (Myers et al. 2003). This gland produces the hormone ecdysone, which declines in levels, presumably in response to circadian signals, just prior to eclosion. Although weak autonomous oscillations of clock genes in PG cells can be seen in the absence of brain input, input from the central nervous system (dependent on PDF and LNvs) dramatically amplifies and synchronizes oscillations in this tissue (Myers et al. 2003; Morioka et al. 2012). On the other hand, a clock in the Malphigian Tubules, equivalent to the kidney, appears to be entirely autonomous and directly entrained by light, presumably by CRY expression in this tissue (Giebultowicz et al. 2000). The *Drosophila* fat body, which serves functions of the liver and adipose tissue, does not require the brain clock for molecular clock cycling in LD cycles, but dampens rapidly in constant darkness in the absence of PDF (Erion et al. 2016). Providing an additional layer of complexity, only some cycling transcripts in the fat body rely on the fat body clock, while others are driven by secreted signals from neuronal clocks. Finally, PDF also influences the phase and period of the clock in oenocytes, cells responsible for sex pheromone production in insects, although, curiously, PDF and PDFR have opposite effects on the speed of the clock in these cells (Krupp et al. 2013).

**Conclusion**

*Drosophila* has been essential for identifying the key clock molecules and the negative feedback loop mechanism that produces 24 hr cycles of gene expression and overt rhythms. This negative feedback loop is conserved in mammals, and drives rhythms in behavior, metabolism, and other physiological processes, making it a powerful regulator of virtually any process where time-of-day regulation is advantageous with profound implications for human health. Although we know the identities of the molecules involved in driving intracellular rhythms, it is still unclear exactly how the pace of this negative feedback loop is set. Several points of regulation involving phosphorylation of PER have been identified, but further work is needed to fully understand how these phosphorylation events, as well as perhaps other critical delays, set the 24 hr period.

Although the core negative feedback loop provides an elegant mechanism for timekeeping in both clock neurons and peripheral tissues, studying outputs of the circadian clock has revealed that the regulation of physiology by the intracellular clock is not straightforward. In the case of rest:activity rhythms, a heterogeneous network of clock neurons interact with each other to ensure that activity occurs at the appropriate time of day in a variety of different environmental contexts. Studying how signaling within this network of clock cells allows clocks to entrain to cues in the environment, maintain synchronized molecular rhythms, and adapt to changes such as seasons should provide important insights into how the analogous group of neurons in the SCN accomplish these tasks. Work in *Drosophila* has also provided several different models for how circadian regulation in nonbrain peripheral tissues is produced, with various degrees of dependence on the “master pacemakers” in the brain. Importantly, even at the level of output from the circadian clock, there is evidence to suggest direct homology between mechanisms in flies and mammals (Liu et al. 2014; Flourakis et al. 2015; Erion et al. 2016). There is also evidence for functional homology even when the exact molecules are not conserved, as both the *Drosophila* and mammalian clocks are made up of a heterogeneous network of neurons where peptidergic signaling plays a fundamental role in synchronizing clocks and producing behavioral output (Vosko et al. 2007; Welsh et al. 2010). The
relative simplicity and ease of manipulation of *Drosophila* position it to continue to be a valuable tool to the circadian community in the discovery of novel mechanisms that control circadian processes.

**Part 2: Sleep**

**Introduction**

Compared to the long history of circadian rhythm research, sleep research in *D. melanogaster* has been relatively recent, originating with two studies published in 2000 (Hendricks et al. 2000; Shaw et al. 2000). In these studies, it was found that *Drosophila* periodically enter a state of quiescence that meets a series of criteria for sleep: (1) this quiescent state is characterized by an increased arousal threshold (decreased responsiveness to sensory stimuli), but (2) it can be distinguished from coma or anesthesia by its rapid reversibility with a stimulus that is sufficiently strong. (3) The timing of sleep is regulated by the circadian clock, although these two processes can also be separated; flies with mutations in the core clock genes have fragmented sleep across the day, but can have normal overall sleep amounts (Hendricks et al. 2003) (Figure 4), and flies with mutations that result in very low total sleep amounts can still show robust circadian activity rhythms. (4) Sleep is also homeostatically regulated, such that when flies are deprived of sleep using a mechanical stimulus, they compensate with longer and deeper sleep the following day. This suggests that sleep serves an important restorative function rather than simply reflecting ecologically advantageous periods of inactivity. (5) Flies experience broad changes in neuronal activity during sleep. Although rhythmic neuronal activity, like that observed with the EEG in mammals, has not been observed in flies, local field potential recordings of the protocerebral area and imaging with the optical calcium indicator GCaMP in the mushroom body show that sleep is a state of reduced neuronal activity and blunted neuronal responses to sensory stimuli (Nitz et al. 2002; Bushey et al. 2015). Importantly, many genetic and molecular regulators of sleep are conserved across species (reviewed in Crocker and Sehgal 2010). Thus, sleep in flies closely resembles sleep in other organisms, and researchers can take advantage of the benefits of this small, genetically tractable model organism to advance our understanding of the molecular neuroscience of sleep.

At the center of much sleep research is the enigmatic question: what is the function of sleep? We know that in flies, as well as in mammals, important brain processes like learning and memory suffer when animals are sleep deprived and can be recovered by allowing sleep to occur. However, we do not yet know what, at a molecular level, is being depleted and restored. A related line of thought presumes that if we can understand the regulatory factors that underlie the sleep homeostasis, this will lead to a better understanding of sleep function. Gene expression studies have revealed interesting molecular signatures of sleep across the animal kingdom (Mackiewicz et al. 2009), and this has led to a number of interesting hypotheses about sleep function: that it is a time for particular synaptic plasticity processes (Tononi and Cirelli 2006), or specific metabolic activities (Mackiewicz et al. 2007), but evidence supporting these hypotheses is mixed (Scharf et al. 2008; Frank and Cantera 2014; Tononi and Cirelli 2014). An additional physiological correlate of sleep in mammals is greater influx of cerebral spinal fluid into the brain, which may also have a functional role, but has not been directly connected to behavior (Xie et al. 2013). Likewise, research in mammalian systems has uncovered at least some of the relevant neural circuitry for sleep regulation, and a flip-flop switch model for how sleep and wake states are stabilized (Saper et al. 2010; Weber and Dan 2016), but has not revealed satisfying mechanisms to explain what forces cause this switch to flip.

Small model organisms have great potential to reveal single genes and molecules with large impacts on sleep regulation or function, potentially providing answers to these big questions. However, work in model organisms over the past 16 years has also revealed the complexity of even evolutionarily early sleep states. Circadian and homeostatic regulation of sleep were important for establishing similarities between *Drosophila* sleep and sleep in mammals, but, in addition to regulation by the circadian clock and homeostatic system, sleep in *Drosophila* can be modulated by diverse environmental factors (Zimmerman et al. 2012) such as social experience (Ganguly-Fitzgerald et al. 2006; Bushey et al. 2011; Chi et al. 2014; Liu et al. 2015; Lone et al. 2016), mating (Isaac et al.
Measuring sleep

Based on initial studies of arousal threshold, sleep in *Drosophila* is commonly defined as a period of inactivity lasting 5 min or longer (Shaw et al. 2000; Huber et al. 2004; Andretic and Shaw 2005). Sleep is typically monitored through the same *Drosophila* Activity Monitoring System (DAMS) used to analyze circadian behavior. This system relies on an active fly crossing the center of the locomotor tube to break the infrared beam passed across the middle, but this system is generally sufficient to differentiate sleep from activity in young, healthy flies, where activity levels are high enough that it is unlikely that a 5-min or greater period of inactivity would be recorded by chance.

In old or sick flies with reduced overall activity, it may be useful to use a more sensitive method of evaluating sleep behavior. There is also the possibility that extended feeding behavior, in which a fly would dwell at the end of the tube with food and fail to cross the center beam, could be misconstrued as sleep (discussed in Cavanaugh et al. 2016). There are two alternatives to traditional single-beam DAMS monitors that can be used to address these concerns. Multi-beam DAMS monitors, where 17 infrared beams along the length of a locomotor tube are used to monitor activity, provide a similar environment to the traditional locomotor tube set up but offer increased sensitivity (Garbe et al. 2015). Video monitoring systems have also been set up to monitor the activity of individual flies (Zimmerman et al. 2008; Donelson et al. 2012; Gilestro 2012; Faville et al. 2015; Garbe et al. 2015). Video monitoring systems, while potentially offering increased sensitivity, also present a difficulty in that no standard for the sensitivity to motion for these systems has been agreed upon. A very sensitive system may detect leg twitches or imaging artifacts during sleep and inappropriately read these as activity. Video monitoring could also introduce another potential confounding factor if it uses small arenas instead of the typical locomotor tube, as this can result in differences in behavior (Garbe et al. 2015). Thus, while different results can sometimes be observed between video systems and traditional DAMS monitors, these results should be interpreted with caution.

When observing a fly with reduced or elevated overall levels of sleep, it can be conceptually useful to determine how sleep bout architecture is changed (Andretic and Shaw 2005). For example, short-sleeping mutants may initiate fewer bouts of sleep, or may be unable to maintain sleep over long bouts, which implies different mechanisms of action for these genes. Most software used for automated analysis of sleep behavior allows for study of sleep bout architecture in addition to total sleep time.

Sleep depth is an additional dimension of sleep that DAMS monitoring alone does not detect, although automated systems to probe sleep depth have been developed (Faville et al. 2015). While initial characterizations of sleep depth suggested that sensory unresponsiveness plateaus after 5 min of inactivity, subsequent studies have demonstrated that sleep depth varies predictably over longer bouts of sleep as well. Troughs in arousability have been observed after 15 and 30 min of sleep, and protocerebral local field potential recordings show variation in neuronal activity based on length of sleep bouts, in some ways resembling the changes in sleep depth (“sleep stages”) that occur during bouts of sleep in mammals (van Alphen et al. 2013). Depth of sleep also differs between day and night, such that daytime “siesta” sleep in flies is generally a lighter sleep state. Increased sleep depth is also a component of the homeostatic response to sleep deprivation (Huber et al. 2004; van Alphen et al. 2013; Dubowy et al. 2016), and mutations can affect sleep depth in ways that would not be predicted by changes in sleep amount (Faville et al. 2015).

Genetic tools for sleep research

Sleep research in *Drosophila*, like a lot of molecular neuroscience in this model organism, has drawn heavily on both the study of mutations that lead to aberrant sleep behavior, as well as the use of a genetic toolkit for manipulating neuronal activity. One successful strategy for identifying novel regulators of sleep is to conduct forward genetic screens for mutants with very extreme phenotypes. Another strategy is manipulation of different neuroanatomic loci labeled by Gal4 drivers by activating or suppressing neuronal firing. Researchers can use a variety genetic tools to manipulate neuronal activity. The bacterial sodium channel NaChBac (Luan et al. 2006; Nitabach et al. 2006) and the potassium channel Kir2.1 (Baines et al. 2001) can be driven either throughout fly development or in a time-restricted manner using inducible binary expression systems to activate or silence cells, respectively. Thermogenetic tools, such as the heat-activated depolarizing channel TrpA1 (Hamada et al. 2008; Parisky
et al. 2008), or the temperature-sensitive dominant negative allele of shibire used to block synaptic transmission (Kitamoto 2001), as well as optogenetic tools, such as the light-activated depolarizing CsChrimson channel (Klapoetke et al. 2014) are also frequently used for conditional manipulation of neurons.

In many cases, gene- and circuit-based approaches intersect. Many, though not all, genes that regulate sleep have been shown to function in specific neuroanatomic loci, in some cases identifying novel sleep regulating areas of the fly brain. Important advances have also come from studying interactions between genes that regulate sleep, as well as studying genes that produce sleep phenotypes and have unknown or unappreciated roles in controlling neuronal activity. Studying sleep in Drosophila then not only leads to insight into sleep-regulatory mechanisms that may extend to mammals, but also identifies novel regulators of neuronal function, and provides new insight into brain signaling and metabolism. In this review, we present a thorough discussion of the genetics and neuroanatomy of sleep, with an emphasis on how sleep-regulating genes act in the context of sleep-regulating brain regions, and how different sleep regulating genes and brain areas interact with each other.

Sleep regulation through global modulation of neuronal activity

The Shaker potassium channel (Cirelli et al. 2005; Bushey et al. 2007) and its modulator sleepless (Koh et al. 2008) were two early hits with extreme short-sleeping phenotypes from large-scale genetic screens. Both genes are expressed throughout the fly brain (Wu et al. 2009), and neither of these phenotypes has been fully mapped to specific neuroanatomic loci, suggesting that they exert widespread effects on brain activity or metabolism that feed back onto sleep regulation. Shaker is a voltage-gated potassium channel involved in membrane repolarization. sleepless is a Ly6 neurotoxin-like molecule that, in the years since its discovery as a sleep regulator, has been found to promote Shaker expression and activity and inhibit nicotinic acetylcholine (nAChR) function, such that loss of sleepless might lead to increased neuronal activity through multiple mechanisms (Wu et al. 2009; Shi et al. 2014; Wu et al. 2014). The molecular functions of these genes therefore suggest a mechanism of sleep regulation where wakefulness is produced by broadly increasing neuronal excitability. Indeed, broadly inhibiting cholinergic transmission partially suppresses both the Shaker and sleepless phenotypes, and RNAi knockdown of the nAChRα3 subunit suppresses the sleepless phenotype (Wu et al. 2014). However, recent work has revealed a more complicated role for these genes. Although it has typically been assumed that the Shaker phenotype results from increased neuronal activity of wake-promoting cells, a recent study found that knocking down Shaker in sleep-promoting cells actually lengthens the inter-spike interval and reduces neuronal activity in these populations to favor wake (Pimentel et al. 2016). Another study found that, in contrast with the generally wake-promoting effects of cholinergic neurotransmission in the fly brain (Wu et al. 2014; Seidner et al. 2015), a specific nAChR subunit, redeye, is strongly sleep-promoting (Shi et al. 2014). Genetic evidence suggests that sleepless also interacts with the redeye subunit, in this case acting as a wake-promoting rather than sleep-promoting molecule, consistent with sleepless inhibiting nAChRs regardless of subunit composition. Recent studies of sleepless have also suggested that it in part regulates sleep by non-cell-autonomously promoting metabolism of GABA in glia, perhaps also through its effect on neural activity (Chen et al. 2014; Maguire et al. 2015). Shaker and sleepless thus both seem to interact in a nonstraightforward way with sleep-regulatory genes and cells in the nervous system, and work with sleepless suggests a potential connection between neuronal activity and metabolism of neurotransmitters, although the details of this connection remain unclear.

The mushroom body

The mushroom body is the center of olfactory memory in the fly brain and as a result of years of intense research, there is detailed anatomic and functional data available for mushroom body circuits (reviewed in Guven-Ozkan and Davis 2014; Owald and Waddell 2015). The mushroom body consists primarily of ~2000 Kenyon cells, most of which receive input from an average of six stochastically connected projection neurons, with each projection neuron encoding input from a single type of odorant receptor neuron. Each Kenyon cell projects axons to a subset of lobes of the mushroom body, forming three classes: those that project to the α and β lobes, the α’ and β’ lobes, or the γ lobe. Within each lobe there exist several compartments, defined by the dendrites of different mushroom body output neurons (MBONs) and axonal projections of different dopaminergic neurons, which respond to aversive or appetitive unconditioned stimuli like electric shock or sugar. At least some MBONs have an inherent valence, which is correlated with neurotransmitter expression; flies will act to avoid optogenetic activation of aversive glutamatergic MBONs, and act to prolong activation of attractive MBONs, which can be cholinergic or GABAergic (Aso et al. 2014b). A simple model of learning and memory in the mushroom body posits that within a mushroom body compartment, the strength of the synapses between Kenyon cells, which encode odor, and MBONs, which encode valence, is modulated by dopaminergic neurons in response to pairing of an odor with an aversive or appetitive stimulus (Owald and Waddell 2015). MBONs project to largely uncharacterized protocerebral areas of the fly brain (Aso et al. 2014a). In addition to the neurons described above, mushroom bodies also receive octopaminergic input, and are innervated by the dorsal paired medial (DPM), anterior paired lateral (APL), and dorsal anterior lateral (DAL) pairs of neurons (Guven-Ozkan and Davis 2014). These neurons may serve functions in memory consolidation or in fine-tuning olfactory coding.

The mushroom body was also the first neuroanatomic structure identified as a regulator of sleep in Drosophila (Joiner et al. 2006; Pitman et al. 2006). Conditional approaches
were used to block synaptic transmission, perturb PKA signaling, or manipulate excitability of mushroom body neurons, primarily using the relatively broad Gal4 drivers that were available at the time, but also taking advantage of methods that could target the mushroom body specifically. These approaches suggested that the mushroom body contains both sleep-promoting and wake-promoting cells: for example, flies slept less when hydroxyurea was used to ablate α/β and α'/β' mushroom body lobes, suggesting a sleep-promoting role for these cells, but slept more when a relatively restricted mushroom body GeneSwitch line was used to silence specific cells in adulthood.

Later work using more restricted split-Gal4 lines identified specific mushroom body circuits that underlie both wake- and sleep-promoting effects (Aso et al. 2014b; Sitaraman et al. 2015a). Several MBONs are capable of regulating sleep behavior, and interestingly these same MBONs are also necessary for certain types of learning and memory (Aso et al. 2014b). The sleep- and wake-promoting characteristics of MBONs seem to correlate with their aversive or appetitive nature, such that the two identified wake-promoting groups of MBONs are aversive and glutamatergic, whereas two identified sleep-promoting MBONs are appetitive and cholinergic or GABAergic; an unusual MBON with dendritic projections in the calyx and no identified neurotransmitter or valence is also sleep-promoting (Aso et al. 2014b). Wake- and sleep-promoting characteristics of different Kenyon cell populations then seem to reflect which of the sleep-controlling MBONs the Kenyon cells in question target most prominently (Sitaraman et al. 2015a). For example, neural epistasis experiments suggest that the wake-promoting glutamatergic MBONs (γ5β2α/β'2mp/β'2mp bilateral) are downstream of a wake-promoting α'β' KC driver and a broad wake-promoting KC driver that encompasses γ-dorsal, γ-main, and α/β KCs (γ-dorsal KCs are sleep-promoting on their own, but γ-main KCs are wake-promoting). On the other hand, blocking the sleep-promoting cholinergic γ2α1 MBONs makes the wake-promoting effects of the broad KC driver that encompasses γ-dorsal, γ-main, and α/β KCs even stronger, suggesting that γ2α1 MBONs receive sleep-promoting input from these cells, even if the net effect of the KC driver conferred by other downstream MBONs is wake-promoting. Likewise, the DPM neurons, which are proposed to provide inhibitory input to α/β' KCs via GABA and/or serotonin, are strongly sleep-promoting when activated, consistent with an overall wake-promoting effect of α/β' KCs (Haynes et al. 2015). Loss of the d5-HT1 serotonin receptor in mushroom bodies also produces a weak short-sleep phenotype, which can be rescued with expression driven by the MB-GeneSwitch driver (Yuan et al. 2006). This finding is consistent with serotonin released from DPMs acting to inhibit wake-promoting α'/β' KCs.

**Dopamine and the dorsal fan-shaped body**

Perhaps the strongest parallel between mammalian and *Drosophila* sleep regulation identified so far is the strong wake-promoting effects of the monoamine neurotransmitters dopamine and octopamine (the insect homolog of norepinephrine, discussed in the next section). *fumin*, one of the first short-sleeping mutants identified, is a mutation in a dopamine transporter that presumably results in elevated dopamine levels throughout the fly brain (Kume et al. 2005), and dopaminergic neurons are strongly wake-promoting when activated (Shang et al. 2011; Liu et al. 2012). Conversely, mutants deficient for the CNS-specific isoform of tyrosine hydroxylase (TH), the rate-limiting enzyme for dopamine synthesis, have increased sleep throughout the day (Riemensperger et al. 2011).

One site of dopaminergic action is the central complex, an area of the brain that has been hypothesized to serve a basal ganglia-like function in action selection based in part on the input it receives from protocerebral areas and its functional role in motor output (Strausfeld and Hirth 2013). Thermogenetic activation of the ExF/2 neurons in the dorsal fan-shaped body, a region of the central complex, is strongly sleep-promoting (Donlea et al. 2011). Sleep deprivation changes the electrophysiologic properties of these neurons to favor activity, suggesting they may play a role in output of homeostatic sleep signals (Donlea et al. 2014). Dopamine provides a wake-promoting stimulus by silencing these neurons, although there is some disagreement regarding the relevant cluster of dopaminergic neurons as well as the relevant D1-like dopamine receptor. A MARCM approach to target single dopaminergic neurons indicated that individual PPM3s with projections to the fan-shaped body exert small but significant effects on sleep behavior, while a separate study comparing expression of wake-promoting and non-wake-promoting Gal4 drivers suggested that PPL1s with projections to the fan-shaped body provide wake-promoting input (Liu et al. 2012; Ueno et al. 2012). It is possible that both groups of cells provide wake-promoting dopaminergic input to this brain area. Likewise, it was initially thought that Dop1R1 was the relevant receptor for wake-promoting dopaminergic signaling in the brain. *Dop1R1* mutations suppress the *fumin* phenotype, and, unlike wild-type flies, *Dop1R1* mutants do not experience severe sleep reduction when fed L-DOPA (Liu et al. 2012; Ueno et al. 2012). These effects can be rescued with *Dop1R1* expression driven by the relatively specific fan-shaped body driver 104y-Gal4. However, more recent work shows that RNAi knockdown of the related receptor *Dop1R2* in the dorsal fan-shaped body ExF/2 neurons is sufficient to prevent both short-term hyperpolarization and longer-term silencing of these cells by dopamine, and this manipulation also produces a long-sleep phenotype (Pimentel et al. 2016).

Dopaminergic neurons with projections to the mushroom body also have wake-promoting effects (Sitaraman et al. 2015b; Nall et al. 2016). Neurons of the PAM cluster, as well as a subset of neurons of the PPL1 cluster distinct from those that project to the fan-shaped body, project to specific compartments of the mushroom body (MB). Recent work has suggested that MB-PAM neurons and MB-PPL1 neurons can
be wake-promoting when thermogenetically activated. The wake-promoting effects of caffeine are also mediated by the PAM cluster of neurons (Nall et al. 2016). However, although Split-Gal4 drivers have been used to elegantly identify specific mushroom body circuits that control sleep, the PAM and PPL1 neurons that promote wake do not seem to neatly correspond to these circuits (Sitaraman et al. 2015b). It is possible that diffusion of dopamine or functional interconnectivity between dopaminergic neurons (Cohn et al. 2015) contributes to these results.

Genetic knock-outs and experiments silencing dopaminergic neurons show that endogenous dopamine plays an important role in daily sleep regulation; however, it is interesting that increases in global dopamine levels can be compensated with loss of the Dop1R1 receptor to achieve approximately normal amounts of daily sleep (Ueno et al. 2012). Thermogenetic activation of dopaminergic neurons produces a sleep rebound once activation is stopped, suggesting that these wake-promoting neurons are upstream of neuronal machinery capable of producing homeostatic responses to extended wakefulness (Seidner et al. 2015; Dubowy et al. 2016). Alterations in dopamine signaling are also implicated in sleep regulation by developmental or environmental cues; the increased sleep amounts that young flies experience have been attributed to decreased dopaminergic input to ExF/2 neurons, and dopamine has also been proposed to play a role in the adaptation of sleep amount to changing social environments (Ganguly-Fitzgerald et al. 2006; Kayser et al. 2014). In addition to inhibitory, wake-promoting input from dopamine, ExF/2 neurons may also receive input from unidentified sleep-promoting neurons labeled by the 201y-Gal4 driver (Cavanaugh et al. 2016). Thus, the dorsal fan-shaped body is well-positioned to act as an integrator and output for many sleep-regulatory signals.

In addition to fumin, other short-sleeping mutants also appear to depend on dopaminergic or the fan-shaped body for their mechanisms of action. The Rho-GAP crossveinless c is a sleep-promoting molecule that disrupts the physiological membrane properties of the ExF/2 neurons when mutated, resulting in reduced sleep (Donlea et al. 2014). The 2-pore potassium channel Sandman is necessary for dopamine-mediated silencing of these neurons, and knockdown of this channel in these neurons also produces a short sleep phenotype (Pimentel et al. 2016). The spatial requirements for the sleep-promoting ubiquitin ligase component Cullin 3, and its interacting BTB adaptor insomniac have not been established (Stavropoulos and Young 2011), but pharmacologically blocking dopamine synthesis blocks the short-sleeping phenotypes of these mutants, suggesting that Cullin 3-mediated protein turnover and dopamine signaling may interact to regulate sleep (Pfeiffenberger and Allada 2012).

Octopamine, the pars intercerebralis, and the pars lateralis

Octopamine, the insect homolog of norepinephrine, is another wake-promoting monoaminergic neurotransmitter (Crocker and Sehgal 2008). Mutating the enzymes responsible for octopamine synthesis or silencing octopaminergic neurons increases daily sleep amount, while activating octopaminergic neurons or feeding flies octopamine decreases sleep (Crocker and Sehgal 2008; Seidner et al. 2015). Although octopamine provides input to the mushroom body, the wake-promoting effects of octopamine do not appear to be mediated by this structure. Instead, a MARCM approach identified the octopaminergic ASM neurons, which project to the pars intercerebralis (PI), as sufficient to drive increased wake when chronically activated, and the PI insulin-like peptide (ILP)-secreting neurons as downstream mediators of octopamine signaling (Crocker et al. 2010). The effect sizes observed when ASM or ILP-secreting neurons are manipulated are somewhat smaller than those observed with manipulation of all octopaminergic neurons, so it is possible that other neurons important for the wake-promoting effects of octopamine have not yet been found. Unlike dopaminergic neurons, activating octopaminergic neurons produces strong sleep loss without an apparent rebound the next day, suggesting that octopaminergic neurons provide a wake-promoting stimulus that is able to circumvent sleep homeostasis (Seidner et al. 2015). This work suggests that octopaminergic neurons may be a neural substrate for environmental factors that promote wake without any apparent homeostatic compensation.

In addition to the ILP-expressing neurons, distinct sets of neurons in the PI expressing EGFR ligands and SIFamide are also sleep-promoting (Foltenyi et al. 2007; Park et al. 2014). rhomboid (rho), an enzyme necessary for the production of EGFR ligands, is expressed prominently in the PI, and manipulating its activity using Gal4 drivers with expression in the PI produces sleep when rho is overexpressed, and wake when rho is knocked down (Foltenyi et al. 2007). SIFamide is a sleep-promoting insect neuropeptide expressed in four PI neurons; ablation of these neurons or knockdown of the peptide with RNAi decreases sleep (Park et al. 2014). Both rho and the SIFamide receptor (SIFaR) are required in c767-Gal4 labeled neurons for normal sleep amounts, suggesting that SIFamide acts through inter-PI signaling, and implicating EGFR ligands as a possible output from this circuit (Foltenyi et al. 2007; Park et al. 2014). However, c767-Gal4 also drives expression outside the PI, and so a function of these molecules outside the PI cannot be excluded. EGFR signaling in clock neurons may mediate the effects of social enrichment on sleep, although it is not clear if this is functionally related to the release of EGFR ligand from the PI (Donlea et al. 2009).

A separate, but related neuroendocrine structure, the pars lateralis (PL) (de Velasco et al. 2007), was recently identified as a site of action for cell cycle regulators that modulate sleep in adult postmitotic neurons. Two cell cycle regulators, Rca1 (Regulator of Cyclin A) and taranis (tara, a Trip-Br family transcriptional coregulator), were independently identified in genetic screens for short-sleeping mutants, and, following the identification of Rca1, it was found that knocking down Cyclin A (CycA) itself in neurons produces an equally strong...
short-sleeping phenotype (Rogulja and Young 2012; Afonso et al. 2015). CycA and tara genetically interact, and TARA binds to and post-transcriptionally promotes stable expression of Cyclin A in PL neurons (Afonso et al. 2015). Postmitotic expression of Cyclin A is relatively restricted in the fly brain, but includes ~14 neuroendocrine cells in the pars lateralis, and knocking down tara in this structure partially recapitulates the short sleeping phenotype of tara mutants. Experimentally activating and silencing these neurons supports a wake-promoting role. No mechanism has yet been identified for the involvement of these cell cycle regulators in neuronal activity or sleep, but this will be an interesting area of future research.

Clock regulation of sleep

The circadian clock is essential for restricting sleep to environmentally advantageous times of day. A role for the circadian clock has been established in flies in both putting flies to sleep at night once the dark period has begun, and waking them up in advance of dawn (Kunst et al. 2014; Liu et al. 2014). Interestingly, these pathways seem to mechanistically diverge, suggesting that circadian regulation of sleep is not driven by continuous oscillation of a single sleep- or wake-promoting factor, but is rather driven by time-of-day specific modulation of distinct sleep- and wake-promoting mechanisms. Clock cells also have broader noncircadian roles in sleep regulation as mediators of the effects of temperature and social enrichment on sleep (Donlea et al. 2009; Parisky et al. 2016).

One particularly well-studied mechanism of circadian sleep regulation regulates sleep around the time of lights-off, and is driven by cyclic expression of a gene that regulates responsiveness to neuronal signals in a specific set of clock neurons. The large ventral lateral neurons (lLNvs) are a wake-promoting population of neurons with neuronal activity that fluctuates over the course of the day, such that firing frequency is reduced around the time of lights-off as well as later in the night in an LD cycle (Cao and Nitabach 2008; Parisky et al. 2008; Shang et al. 2008; Sheeba et al. 2008a,b; Liu et al. 2014). Manipulations of lLNv activity produce broad effects on sleep and wake throughout the day, but effects are particularly pronounced at night, with clear effects on length to sleep onset (sleep latency) after lights-off. Genetic and pharmacological studies suggest that the silencing of these neurons during this time is mediated by GABA-A receptor Rdl, and, indeed, broadly silencing GABAergic neurons in the brain substantially lengthens the sleep latency after lights-off in flies (Agosto et al. 2008; Parisky et al. 2008; Chung et al. 2009). The positive and negative arms of the molecular clock also oppositely regulate sleep latency, such that Clock and cyc mutants have increased sleep latency after lights-off, while per and tim mutants have shortened sleep latency after lights-off (Liu et al. 2014). Thus, changes in activity in this circuit seem to drive sleep in response to time of day around the transition to darkness.

A key molecular mediator of these changes in activity was initially discovered in a genetic screen for short-sleeping mutants. Although wide awake (wake) mutant flies were found to have reduced sleep across the day and night, which may be due to activity of wake in other neuroanatomic loci, the increased latency to sleep in wake mutants could be anatomically mapped to the lLNvs (Liu et al. 2014). Transcription of wake was found to cycle in the lLNvs, with increased transcription and protein levels at dusk, and WAKE physically and genetically interacts with the Rdl GABA-A receptor. Crucially, wake mutants did not display rhythms in lLNv firing frequency, and GABA-induced inhibitory currents in lLNvs were dampened. Thus, clock-driven expression of wake in lLNvs appears to be the key time-of-day driven regulator that induces sleep after lights-off.

A distinct mechanism in a different set of clock neurons is invoked to promote wake at the end of the night, just before lights-on. Diuretic Hormone 31 (DH31) is a wake-promoting neuropeptide expressed in the DN1 clock neurons, and manipulating its expression in these cells produces sleep phenotypes specifically from ZT21-24; knockdown of the peptide in DN1s increases sleep during this time period, while over-expression of the peptide in these cells decreases it (Kunst et al. 2014). Expressing a tethered PDF peptide in the DN1s, which should produce PDFR activation in these cells, also reduces sleep specifically during late night, as does pan-neuronal expression of tethered DH31. The time-specific effects of DH31 might therefore be gated both by time-specific PDF responsiveness in DN1s, and by time-specific DH31 responsiveness in downstream neurons.

However, DN1s are sleep-promoting at other times of day; optogenetically or thermogenetically activating these cells increases daytime sleep, suppressing the normal “evening” peak of activity, while silencing them decreases sleep during early night (Guo et al. 2016). The sleep-promoting effects of DN1s during the day can be blocked with RNAi targeting mGlur in “E” cells, suggesting “E” cells might also have a role in sleep regulation. The role of sleep-promoting signals from DN1s in normal daily sleep regulation remains unclear, although the authors propose that variations in activity of DN1s may explain sexually dimorphic sleep patterns and regulation of sleep by high temperature.

Metabolic regulation of sleep

Food availability is a potent environmental regulator of sleep in fruit flies. Starvation strongly suppresses sleep, perhaps so that flies can devote more time to foraging for food (Keene et al. 2010; Thimgan et al. 2010). Mechanisms that regulate sleep at baseline and in response to food availability have some overlap with pathways that regulate metabolic energy storage, but these pathways are ultimately separable, such that sleep phenotypes do not depend on differences in metabolic stores (Erion et al. 2012; Masek et al. 2014; Murakami et al. 2016). Pharmacological evidence suggests that the suppression of sleep in response to starvation can be mimicked by feeding flies a glycolysis inhibitor, but not an inhibitor of
fatty acid β-oxidation, suggesting that the suppression of sleep with starvation is related to reduced metabolic mobilization of glucose, not the taste of sugars or to lipid metabolism (Murakami et al. 2016).

An essential molecular mediator for these effects was recently identified in the nucleotide binding protein transl (Murakami et al. 2016). transl is highly upregulated upon starvation, and transl knockdown completely prevents starvation-induced sleep loss in flies. However, other sleep and starvation-related behaviors, such as sleep at baseline, sleep after sleep deprivation, preference for sucrose or yeast after starvation, and the proboscis extension reflex following starvation, are completely unaffected, and there is no evidence that transl knockdown alters energy stores. The effects of this molecular mediator were mapped to neurons expressing the neuropeptide leucokinin. Like transl knockdown, silencing leucokinin neurons prevented sleep suppression in response to starvation.

Although pharmacology suggests that sleep suppression in response to starvation is related to glucose metabolism, and is mechanistically distinct from the response to mechanical sleep deprivation, which induces a homeostatic response, a separate body of work suggests that genes involved in lipid metabolism can specifically modulate the rebound response to mechanical sleep deprivation (Thimgan et al. 2010, 2015). However, a mechanism through which lipid metabolism modulates sleep following sleep deprivation and neuronal substrates of this process remain unknown, and it is still unclear whether lipid metabolic stores are directly related to these phenotypes, or whether lipid metabolism and sleep homeostasis share common pathways.

Homeostatic response to sleep deprivation

Sleep homeostasis ensures that flies sleep the proper amount by recovering lost sleep after periods of extended wakefulness. Sleep homeostasis is often conceptualized as a continuous build-up of sleep need over periods of wakefulness and dissipation over periods of sleep, such that the same mechanisms should be invoked both when flies are spontaneously waking and during periods of forced wakefulness (sleep deprivation). However, recent work in Drosophila has called this view into question.

A disconnect between regulation of sleep following spontaneous wakefulness and sleep following sleep deprivation is supported by a number of observations. While it is true that many short-sleeping mutants have impaired sleep rebound, these phenotypes may arise from the general inability to initiate or maintain sleep in these flies, such that even high sleep pressure cannot overcome these deficits; it is also difficult to interpret rebound data from short-sleeping flies because their habitual short sleep means they have less sleep to lose. Indeed, the converse relationship does not seem to hold: a number of genetic perturbations have been identified that specifically affect sleep after sleep deprivation with little to no effect on baseline sleep, suggesting that sleep following sleep deprivation is produced by an independent mechanism (Seugnet et al. 2011b; Seidner et al. 2015; Thimgan et al. 2015; Dubowy et al. 2016; Liu et al. 2016).

Likewise, it seems that the nature of sleep deprivation matters for the homeostatic response. Activating different populations of wake-promoting neurons in the fly brain produces varying amounts of rebound the following day, ranging from no rebound response at all, as is seen with activation of octopaminergic neurons, to a rebound that in some cases far exceeds the amount of sleep lost (Seidner et al. 2015; Dubowy et al. 2016). Different environmental stimuli used to keep flies awake can also produce the varying effects. Particularly strikingly, one group has reported that starving flies produces equivalent amounts of sleep loss as mechanical sleep deprivation without producing any observable sleep rebound (Thimgan et al. 2010). It is possible that even different mechanical sleep deprivation approaches invoke different neural pathways to keep flies awake, which may explain why so few mutants with impaired sleep rebound have been validated across laboratories.

Despite these challenges, there is a picture emerging about the relevant circuitry for sleep homeostasis. Groups of wake-promoting cells that do produce sleep rebound after activation include dopaminergic neurons, as well as at least one restricted set of cholinergic cells, which produce a particularly strong rebound with even short periods of activation (Seidner et al. 2015; Dubowy et al. 2016). In addition, electrophysiology suggests that the sleep-promoting dorsal fan-shaped body neurons have reduced input resistance and reduced membrane time constants, suggesting greater activity, following sleep deprivation (Donlea et al. 2014); as discussed previously, this brain area is well-positioned to act as an integrator or output for multiple sleep regulatory signals, including, it seems, the response to sleep deprivation. It has also been suggested that silencing MBON-γ2u-1 neurons can block sleep rebound, although the data do not exclude the possibility that this is due to a general wake-promoting effect of silencing MBON-γ2u-1 neurons during the early day when rebound occurs (Sitaraman et al. 2015a).

A recently identified element of sleep-regulatory circuitry with an apparently specific role in sleep homeostasis is the ellipsoid body R2 neurons (Liu et al. 2016). These neurons were initially of interest because they produce a persistent sleep-promoting signal when thermogenetically activated; while no changes in sleep are reported at the time of activation, which can be as short as 30 min, a dramatic rebound-like increase in sleep is observed for the next 12 hr. Structural plasticity in the R2 neurons seems to underlie the phenotype, as circuit-specific analysis of Bruchpilot expression showed greater synapse number and size for R2 neurons after sleep deprivation, and genetic manipulations that block this plasticity partially block sleep rebound. A neuronal epistasis experiment suggests that these cells are upstream (although not necessarily directly connected to) the dorsal fan-shaped body. The manipulations of R2 neurons that affect sleep rebound have no effect on sleep at baseline, however, again supporting the idea that regulation of the
homeostatic response to sleep deprivation is mechanistically different from the regulation of baseline sleep.

**Function of sleep**

Sleep affects neurobehavioral performance across the animal kingdom, and flies are no exception. Sleep has a bidirectional relationship with learning and memory; sleep deprivation in adult flies has been shown to interfere with both short- and long-term memory, while inducing sleep allows memories to form in contexts where an experience would ordinarily be forgotten (Ganguly-Fitzgerald et al. 2006; Seugnet et al. 2008; Donlea et al. 2011; Berry et al. 2015; Dissel et al. 2015). Sleep loss also has consequences for social behavior in flies; in adult flies, acute sleep loss results in impaired aggressive behavior (Kayser et al. 2015). There also appears to be a critical window during development where sleep loss produces long-lasting deficits in courtship behavior and short-term memory that persist into adulthood (Seugnet et al. 2011a; Kayser et al. 2014). Precisely how these deficits arise, however, remains an outstanding question in the field.

One general line of thought supposes that there are brain-wide molecular pathways that are different during sleep and wake, and perturbed by sleep loss, that underlie these behavioral changes. Indeed, molecular characterization comparing sleeping, spontaneously waking, and sleep-deprived brains has found widespread differences in gene expression between different behavioral states (Cirelli 2006; Zimmerman et al. 2006; Williams et al. 2007). The types of changes observed appear to be conserved across organisms: broadly, genes involved in synaptic plasticity/function, cellular stress, and metabolism are affected by sleep and wake across species studied (Mackiewicz et al. 2009).

One hypothesis based on this data, put forth by Tononi and Cirelli (2006), proposes that global synaptic downscaling occurs during sleep to counteract overpotentiation that might occur during wake. Work from these authors shows evidence that, broadly and within specific circuits of the adult fly brain, synaptic markers increase after wake or sleep deprivation and decrease following sleep, suggesting changes in the number or size of synapses (Gilestro et al. 2009; Bushey et al. 2011). Several shared regulators of learning, synaptic plasticity, and sleep have been identified, but a direct link between synaptic plasticity and either sleep regulation or neurobehavioral performance has been difficult to establish (Bushey et al. 2009; Bai and Sehgal 2015; Robinson et al. 2016). In some cases, it seems that the effects of sleep and synaptic plasticity can in fact be separated; for example, in the learning-impaired mutant *dunce*, inducing sleep improves learning even though the global changes in synaptic markers typically associated with sleep are not observed (Dissel et al. 2015).

Another hypothesis states that sleep is a time where metabolic functions such as macromolecule biosynthesis can be carried out in the brain in the absence of the more urgent metabolic demands of waking. This may also explain why extended sleep loss results in induction of cellular stress genes. As with learning and synaptic plasticity, shared regulators of metabolic or cellular stress and sleep regulation or function have been identified (Shaw et al. 2002; Naidoo et al. 2007; Thimgan et al. 2010, 2015; Maguire et al. 2015), and flies increase sleep following a heat pulse that induces a cellular stress response (Lenz et al. 2015), but a direct link that would establish cellular metabolism as an essential function of sleep has not yet been shown.

Some progress in understanding neurobehavioral changes with sleep comes from examining specific neurotransmitter systems or circuits that are perturbed by sleep loss. In the case of learning deficits with sleep loss, performance can be restored by overexpressing *Dop1R1* or pharmacologically promoting dopamine signaling (Seugnet et al. 2008). In the case of loss of aggression after sleep loss, feeding flies the dopamine precursor L-DOPA does not improve behavior, but instead an octopamine agonist is effective at restoring aggression (Kayser et al. 2015). Studying the mechanisms that allow increased sleep to promote memory have also yielded insights; in particular, recent work suggests that inducing sleep may promote the formation of an aversive olfactory memory by suppressing a dopamine-dependent “active forgetting” process that occurs when flies are awake and moving (Berry et al. 2015). Whether these changes in neurotransmitter pathways are downstream of global metabolic or plasticity pathways that are altered during sleep will be an interesting area of future research.

**Conclusions**

The study of sleep in *Drosophila* has allowed us to harness the power of forward genetics to make significant advances in the study of sleep and neuroscience more broadly. The neuroanatomy of sleep in *Drosophila*, while not comprehensive, has identified a diverse set of neurons in the fly brain that can regulate sleep (Figure 5). We are also moving toward a better understanding of how these circuits interact with each other, which will enable us to build models for how sleep regulation works that can be applied to mammalian brains. The neuroanatomy and neurochemistry of sleep in *Drosophila* includes many parallels between flies and mammals. Disruptions of potassium channel function have profound effects on sleep in flies and are also linked to human sleep phenotypes (Allebrandt et al. 2011; Cornelius et al. 2011). The wake-promoting effects of catecholamines and the sleep-regulatory roles of hypothalamus-like structures are strong parallels between flies and mammals, and the direction of sleep regulation for most neurotransmitters is preserved across evolution (Crocker and Sehgal 2010). The insect mushroom body and the central complex, on the other hand, have less clear parallels to mammalian sleep-regulatory neuroanatomy, but may still share functional homology to mammalian sleep-regulatory circuits. A better understanding of protocerebral areas of the fly brain, many of which are relatively unexplored but have connections to both the mushroom body and the central complex, may also lend insights into sleep function and regulation.
An important lesson already apparent from studying *Drosophila* is that sleep regulation is orchestrated by a complex set of genes, neurons, and environmental conditions. Although there is a tendency in the field to reduce sleep regulation to a homeostatic and a circadian component, this thinking has not been sufficient to understand sleep regulation in flies, and perhaps also in other systems. Instead, there appear to be different sets of genes and cells that regulate basal sleep drive, sleep in response to environmental cues, as well as sleep in response to forced wakefulness. Likewise, the circadian component is comprised of different cell groups and different circadian output molecules regulating sleep and wake at specific times of day, not a single oscillating signal.

Sleep also has profound affects on waking behavior in *Drosophila*, making flies suitable model organisms to study the function of sleep. Excitingly, we are learning more and more about how complex behaviors are orchestrated in flies, providing more power to examine specifically how sleep and wake impinge on these processes. As we enter an era where identifying more precise mechanisms for the effects of sleep on biological functions is possible, we can begin finding commonalities across different behaviors and processes influenced by sleep, and use these findings to make general statements about what sleep does to make it necessary across the animal kingdom.
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