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Abstract

Functional magnetic resonance imaging (fMRI) has become the dominant means of measuring behavior-related neural activity in the human brain. Yet the relation between the blood oxygen-level dependent (BOLD) signal and underlying neural activity remains an open and actively researched question. A widely accepted model, established for sensory neo-cortex, suggests that the BOLD signal reflects peri-synaptic activity in the form of the local field potential rather than the spiking rate of individual neurons. Several recent experimental results, however, suggest situations in which BOLD, spiking, and the local field potential dissociate. Two different models are discussed, based on the literature reviewed to account for this dissociation, a circuitry-based and vascular-based explanation. Both models are found to account for existing data under some testing situations and in certain brain regions. Because both the vascular and local circuitry-based explanations challenge the BOLD-LFP coupling model, these models provide guidance in predicting when BOLD can be expected to reflect neural processing and when the underlying relation with BOLD may be more complex than a direct correspondence.
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Introduction: fMRI and Cognitive Neuroscience

Functional magnetic resonance imaging (fMRI) has become a mainstay of research in both clinical and cognitive neuroscience and is currently the dominant paradigm for assessing behavior-related brain physiological changes in humans. Yet there still remains much for us to understand about this relatively new methodology. Perhaps most importantly, we are still learning what aspect of neural processing the blood oxygen level-dependent (BOLD) response, the signal that forms the basis of fMRI, measures. A better understanding of the relationship of the BOLD signal to underlying neurophysiology is critical to how we interpret fMRI because this information tells us in which situations the BOLD signal serves as a proxy for neural activity. Based on a series of studies conducted in sensory cortices of lower mammals, evidence overwhelming supports the idea that the BOLD signal correlates
strongly, in many cases, with the underlying local field potential (LFP), a measure, in part of peri-synaptic activity (Logothetis, 2008). Based on this widely accepted model, referred to here as the BOLD-LFP coupling model, it is generally assumed that neural activity indirectly drives the BOLD signal. Further, while typically not explicitly stated, it is often assumed in cognitive neuroscience that the relation between BOLD and peri-synaptic activity is both region and behavior independent (e.g., Huettel et al., 2004).

Several studies, however, note exceptions to the idea that the BOLD signal typically reflects LFPs. In some cases, the BOLD signal also correlates with the activity of single neurons. Some recent studies also highlight situations in which the BOLD signal decouples with LFPs as well with single neuron spiking activity. In this review, I will first provide a summary of the BOLD-LFP coupling model, detailing the evidence for this model. I will then describe situations in which the BOLD signal decouples from LFPs and describe how some of these situations might arise. I discuss two different models to account for situations in which the BOLD signal decouples with neural activity: a local circuitry-based model and vascular-based model. These two models present a challenge to the BOLD-LFP coupling model, suggesting areas for further investigation as well areas for caution with interpretation of fMRI results.

### What the BOLD Signal Means

Early positron emission tomography (PET) studies, which employed radiolabeled compounds to track the presence of cerebral blood flow (CBF) and oxygen metabolism (CMRO$_2$) in the brain, demonstrated that cerebral blood flow (CBF) significantly overshoot oxygen metabolism (Fox and Raichle, 1986; Fox et al., 1988). The CBF/CMRO$_2$ overshoot provided a mechanism whereby MRI could detect neural activity via field inhomogeneities produced when deoxygenated hemoglobin exited an active brain area (Ogawa et al., 1992). Subsequent calibrated fMRI experiments, which independently measure CMR0$_2$ and CBF (discussed in more detail later), suggested a more modest coupling CBF/CMR0$_2$ coupling ratio in neocortex in the range of 2–4.5, with CBF at least doubling the rate of CMR0$_2$ (Davis et al., 1998; Hoge et al., 1999; Leontiev et al., 2007; Pasley et al., 2007) but supported the idea that CBF typically outpaced CMR0$_2$. Because fMRI is based on signal changes present largely in the venules and not the capillaries (Frahm et al., 1994), at least at lower (<= 3 T) field strengths, both changes in metabolism and changes in blood flow therefore contribute to the BOLD signal.

Because BOLD measures a combination of CBF and CMR0$_2$ (and cerebral blood volume ([CBV] because the amount of deoxy-hemoglobin is relevant to BOLD), an additional issue concerns what aspects of brain metabolism these subcomponents of the BOLD signal, and thus the BOLD signal as a whole, reflect. One popular model suggested the possibility of a compartmentalization of lower energy-producing glycolysis in glia and higher energy-producing oxidative phosphorylation in neurons, involving shuttling of lactate from glia to neurons to power oxidative metabolism (Magistretti and Pellerin, 1999; Huettel et al., 2004; Raichle and Mintun, 2006). While glia play a role in recycling of glutamate released into the synaptic cleft (Eriksson et al., 1995; Sibson et al., 1997) and CMR0$_2$ often strongly correlates with neural activity (Smith et al., 2002; Hyder, 2004), the story with regard to compartmentalization of glycolysis and oxidative phosphorylation is likely more complex (Hyder, 2004; Oz et al., 2004). C$^{13}$ magnetic resonance spectroscopy (MRS) studies, which track the uptake of radiolabelled carbon into various metabolic products through C$^{13}$-glucose (Henry et al., 2006), suggest that oxidative phosphorylation may also occur in the glia, thus providing critical ATP for fast conversion glutamate to glutamine during high-levels of synaptic signaling (Gruetter et al., 2001; Oz et al., 2004). Also, neurons utilize anaerobic glycolysis during periods of intense activity, presumably in part due to lower O$_2$.
supplies because of the uncoupling of CMRO$_2$ and CBF (Fox et al., 1988; Malonek and Grinvald, 1996; Shulman et al., 2001). Thus, while debate remains regarding how $C_{\text{glu}}$/CMRO$_2$/CBF/CMRO$_2$ interrelate in the brain, it is clear that both neurons and glia utilize anaerobic glycolysis and oxidative phosphorylation to supply needed energy for their processing.

A final question then regards the types of processing that form the basis of neural and glia metabolic energy utilization. Based on the energetic demands of maintaining neural and glial resting potentials, signaling via glutamate, and energy required to propagate an action potential, mathematical analytic derivations and simulations suggest that post-synaptic potentials and action potentials demand the bulk of metabolic demands (Attwell and Laughlin, 2001; Attwell and Iadecola, 2002). Attwell and Iadecola estimated that approximately 74% of the energy budget of the brain would be devoted to post-synaptic potentials, 10% to action potentials, 8% for the resting potential, and 7% for activity at presynaptic terminals, Attwell and Laughlin (2001) further calculated that the majority of metabolic energy exhausted during synaptic signaling is spent restoring resting ion gradients with the ATP powered Na+/K+ pump (Attwell and Laughlin, 2001). These theoretical predictions then suggested the glucose utilization primarily reflects in the work involved in synaptic signaling and that metabolic measures of brain activity should correlate most strongly with measures that reflect synaptic processing rather than spike rate alone.

**BOLD reflects LFPs and not spike rate**

While the exact composition of the LFP remains under investigation, the LFP is generally thought to consist of excitatory/inhibitory postsynaptic potentials (EPSPs/IPSPs) as well as dendritic afterhyperpolarizations and intrinsic membrane oscillations (Logothetis, 2003). Thus, LFPs represent a combination of post-synaptic and pre-synaptic activity at multiple neurons, and thus is most accurately described as “peri” synaptic activity. In attempt to empirically determine whether spike rate or LFPs correlated with the BOLD signal, Logothetis et al. constructed a recording device that allowed simultaneous acquisition of fMRI, LFPs, and the spiking activity of neurons in monkey visual cortex. Anesthetized monkeys viewed contrast gratings while BOLD and electrophysiological activity was recorded in primary visual cortex. Electrophysiological activity was filtered into two different components, high-frequency multi-unit (MUA) activity and lower-frequency LFPs (40–130 Hz). By correlating the simultaneously recorded LFPs and neural firing rate activity with the BOLD signal, Logothetis et al. reported a strong correlation between BOLD and LFPs and robust but slightly weaker correlation between BOLD and MUA (Logothetis et al., 2001). The fact that the LFP accounted for significantly greater amounts of variance across recording sites suggested that the LFP correlated better with the BOLD signal than spike rate (Logothetis and Wandell, 2004). Indeed, when individual recording sites were subsequently inspected, dissociations between spiking and the LFP always resulted in a strong correlation between the BOLD signal and the LFP and not spike rate. These data suggested that correlations between spike rate and LFPs contributed to the correlation between BOLD and spiking activity.

Thus, the LFP was taken to be a better representation of the BOLD signal compared to spiking activity (Logothetis, 2003). Consistent with this idea, subsequent studies demonstrated that abolition of spiking in visual cortex, either through manipulation of pharmacology (Rauch et al., 2008) or stimulus characteristics (Viswanathan and Freeman, 2007), could still lead to a robust BOLD/CMRO$_2$ and LFP correlation. These data bolstered the idea that spiking was not necessary for a robust BOLD response and that in fact, spiking occurred secondarily as a result of drive by the LFP. Later studies also suggested that significant (but weaker) correlations between BOLD and LFPs could be obtained in the
visual cortex of awake behaving monkeys as well (Goense and Logothetis, 2008). Furthermore, subsequent studies also showed that decreases in LFPs and MUA correlated with decreases in the BOLD signal in visual cortex (Shmuel et al., 2006) and decreases in LFPs (but not MUAs) correlated with decreases in blood oxygenation in sensory cortex (Devor et al., 2007).

A series of elegant experiments using simultaneous CBF/LFP/MUA measurements further supported the idea that aspects of the BOLD signal strongly correlate with LFPs and not neural firing rate. Mathiesen 1998; 2000 simultaneously recorded CBF, LFP, and neural firing in rat cerebellum, taking advantage of circuitry present there. Stimulation of parallel fibers caused monosynaptic excitation of Purkinje cells and concomitant disynaptic inhibition of the same neurons via inhibitory basket cells. This mechanism allowed simultaneous activation of synaptic activity via parallel fibers yet inhibition of spikes via basket cells. The net result was an increase in CBF linked to increases in parallel fiber-induced synaptic activity despite the presence of any spiking activity (Mathiesen et al., 1998; Mathiesen et al., 2000; Thomsen et al., 2004). Other groups have also demonstrated strong correlations between CBF (a critical part of the BOLD signal) and evoked-potential/LFPs and related glutamatergic activity in sensory and visual cortex (Brinker et al., 1999; Kayser et al., 2004; Urehi et al., 2004; Hewson-Stoate et al., 2005; Niessing et al., 2005; Gsell et al., 2006; Martin et al., 2006; Huttunen et al., 2008; Masamoto et al., 2008).

It is important to note that in the original Logothetis et al. experiments, spike rate accounted for significant amounts of the variance in the BOLD signal across electrode sites. Spiking activity and LFPs in many cases are strongly correlated in sensory cortices, leading to correlations between BOLD and spike rate. This likely arose due to linear summation of peri-synaptic activity resulting in increases in spike rate. In support of this idea, intracellular recordings from V1 showed that synaptic activity tended to summate linearly in visual cortex (Jagadeesh et al., 1993). This predicted a strong correlation between spiking and LFPs in visual cortex, a finding confirmed in extracellular recording studies as well (Nase et al., 2003; Henrie and Shapley, 2005; Spinks et al., 2008) and also demonstrated in primary auditory cortex (Mukamel et al., 2005). Consistent with the occasional strong correlations observed between spike rate and LFPs in sensory cortex, several studies in fact have shown strong correlations between BOLD and spike rate (Rees et al., 2000; Smith et al., 2002; Hyder, 2004; Kim et al., 2004; Mukamel et al., 2005; Kida et al., 2006; Nir et al., 2007). These data suggest that in some cases, BOLD also provides a measure of spike rate due to correlations between LFPs and spike rate. Correlations between spike rate and LFPs, though, are likely particularly dependent on the input into a region and specific circuitry stimulated due to the heterogeneous nature of the LFP (Mitzdorf, 1985) and thus BOLD and spike rate correlations cannot typically be assumed.

Given that LFPs and spikes may correlate under some conditions, this suggests that the BOLD signal may actually represent spike rate in some situations (Heeger and Ress, 2002). An important question then is to what extent the LFP can serve as a proxy for spike rate and to what extent the two signals are independent. Spike rate and LFPs may correlate in many cases in sensory cortex but may dissociate in some cases outside of this region due to differences in local circuitry. Two studies investigated the relation between spike rate and LFPs in the human hippocampus using intracranial recordings in patients with pharmacologically intractable epilepsy. During encoding and retrieval of spatial landmarks (Ekstrom et al., 2007) and coding of specific items (Kraskov et al., 2007), the LFP and spiking are dissociated, showing little consistent relationship across recording electrodes (but see: Manning et al., 2009). Kreiman et al. have also reported dissociations between LFPs and spikes in infero-temporal cortex of monkeys (Kreiman et al., 2006).
One reason why one might not expect a correlation between spike rate and LFPs in a region such as the hippocampus is that the hippocampus tends to use sparse, compared to distributed coding, particularly during coding of specific stimuli (Marr, 1971; Waydo et al., 2006). Also, neural responses in the hippocampus show little anatomical topography (Redish et al., 2001), in contrast to sensory cortex (Mountcastle, 1997), suggesting that spiking activity would be evenly distributed through the hippocampus and lack the focal arrangement to show a clear summation in the LFP. But what about a situation in which sufficiently large numbers of hippocampal neurons are active during a task? Disentangling aspects of peri-synaptic activity in the hippocampal LFP may be particularly difficult due the high degree of inhibitory and recurrent circuitry present there (Amaral and Lavenex, 2007; Buzsaki et al., 2007; Angenstein et al., 2009). This “circuitry” based argument suggests that even if principle cell firing rate is sufficiently high and distributed, the LFP is unlikely to reflect neural firing rate alone because of the additional contributions of extra-hippocampal input and inhibitory local circuitry.

What happens when three signals dissociate and why: Dissociations between the BOLD signal, spiking activity, and local field potentials

As argued above, situations arise in which spike rate and LFPs dissociate, due to coding properties and/or aspects of the anatomical layout of a brain region. But could some of these properties also contribute to dissociations between neural activity and BOLD? To address this issue, we performed fMRI on patients with pharmacologically intractable epilepsy prior to implantation with depth electrodes during a spatial navigation task at high-resolution (1.6 X 1.6 X 3mm). Patients repeated the task (with some variations to control for signal habituation) following implantation with depth electrodes (Ekstrom et al., 2009). The firing rate of a significant number of neurons and the LFPs of a large number of sites were modulated by the task and the BOLD signal showed significant clusters of activation in both hippocampus and the parahippocampal region (PHR). Across 27 electrode recording sites and 6 patients, the BOLD signal strongly correlated ($r^2=.49$) with theta-band LFPs in the PHR; the BOLD signal and spiking activity, though, showed no correlation there (Figure 1). However, the BOLD signal in the hippocampus showed only a weak correlation with LFPs and no significant correlation with spiking activity. The finding of a positive correlation between the BOLD signal and LFPs in the PHR is perhaps unsurprising and was also reported recently by Ojemann et al. in human temporal cortex (Ojemann et al., 2009), consistent with the BOLD-LFP coupling model. But why then should the hippocampal BOLD signal show no correlation with LFPs while parahippocampal BOLD correlated well with LFPs?

A study by Angenstein et al. in the rat hippocampus also reported dissociations between spike rate, BOLD, and synaptic input and provides some additional clues into why the three signals might decouple (Angenstein et al., 2009). Angenstein et al. stimulated rat hippocampus at different levels via the perforant path and measured spiking activity (via the population spike) in the dentate gyrus and subiculum. Because the perforant path provides the major input into the hippocampus, stimulating its fibers thus provided an experimentally manipulatable measure of synaptic input. The same levels of perforant path stimulation were also delivered during fMRI of the rat hippocampus. Intriguingly, different levels of input often resulted in different BOLD and population spike responses. Stimulation on early trials resulted in an increased population spike in dentate gyrus yet a decrease in BOLD there. In contrast, stimulation on later trials often resulted in decreased population spikes but increased BOLD responses. Different patterns of synaptic input also mapped inconsistently onto different levels of BOLD responses in different subregions. The authors note, as discussed above, the extensive recurrent, intrinsic connections in the hippocampus. Specifically, perforant path stimulation, although resulting in stimulation of granule cells in
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dentate gyrus, also stimulates principle cells and inhibitory interneurons in CA3 and CA1. The authors argue that the LFP, which can be thought of a measure of synaptic input into a region, and spiking activity, which can be thought of as the output of a region (Logothetis, 2003), may thus dissociate under conditions of extensive local circuitry, as is present in the hippocampus.

The “local circuitry” model thus provides a possible explanation for why BOLD, LFPs, and spiking activity might dissociate in the hippocampus. In an area such as the hippocampus, with both extensive input from other brain regions as well as extensive inhibitory and excitatory reciprocal connections, disentangling synaptic based input and neural firing rate may be difficult (Buzsaki et al., 2007). This is particularly true when considering inhibitory connections because inhibitory interneurons will demand metabolic energy yet their activity may inhibit observable electrophysiological activity (Ackermann et al., 1984; Buzsaki et al., 2007). Given that the theta-rhythm, a prominent oscillation in the hippocampus, is generated in part by interneuron activity but also by cholinergic modulation (Bland, 1986), it does not seem surprising that the BOLD signal may show a more complex relationship with underlying electrophysiological activity in the hippocampus than often observed in other brain regions (see also: Sanchez-Arroyos et al., 1993; Uecker et al., 1997 for early examples of a dissociation between theta activity and metabolism).

While the local circuitry-based explanation for the dissociation of BOLD, LFPs, and spike rate in the hippocampus is appealing, there may be other possible explanations for why the BOLD signal, LFPs, and spike rate dissociate in the hippocampus. Both our and the Angenstein et al. study noted negative changes in the hippocamal BOLD signal were often accompanied by increased spike rate or synaptic input (in the Ekstrom et al study, the LFP; in Angenstein et al. study, stimulation of the perforant path). A recent study by Schridde et al in rats, discussed in more detail shortly, also noted hippocampal negative BOLD changes uncorrelated with underlying increases in neural activity (Schridde et al., 2008). Negative BOLD changes, though, seem difficult to account for based solely on the local circuitry model as it does not provide a direct explanation for this phenomenon. For example, the local circuitry model does not explain how increases in interneuron activity result in decreases in BOLD.

Both positive and negative fMRI activations are derived through comparison of an experimental condition against a control condition. When activity during a control condition exceeds that of the experimental condition, “negative” activations result. Thus, the baseline condition is important for determining the types of activations observed. Hippocampal negative activations are frequently reported during memory encoding and retrieval tasks (Rekkas et al., 2005; Axmacher et al., 2007; Shipman and Astur, 2008; Axmacher et al., 2009). Furthermore, some have argued that positive hippocampal activations are difficult to obtain, as a comparison of a memory task against resting baseline often results in negative, not positive, hippocampal activations (Stark and Squire, 2001; Shipman and Astur, 2008). The difficulty in finding positive hippocampal activations during memory tasks in humans (when compared with a rest baseline) has led to both neurovascular and behavioral explanations. The hippocampus might be constitutively active due to its role in the default network (Raichle et al., 2001) or it may be particularly susceptible to rumination and behavioral distraction (Fletcher et al., 1995). The neurovascular explanation would appear to be a better explanation of existing data in the hippocampus. Comparable baseline tasks in human hippocampal single neuron studies and LFP studies (looking at a blank screen between stimuli) lead to little increases in neural firing rate relative to viewing stimuli (Quiroga et al., 2005; Kraskov et al., 2007), suggesting a decoupling of BOLD with at least single neuron firing during rest. Also, BOLD signal decreases in the visual cortex correlate with reductions in neural activity in visual cortex (Shmuel et al., 2006), although the studies
discussed above do not support the same findings in the hippocampal area. Finally, under some conditions, positive hippocampal BOLD signal changes appear to correlate with increases in LFPs, suggesting the decoupling with neural activity could be unique to hippocampal negative activations (Canals et al., 2008; Englot et al., 2008; Ekstrom et al., 2009; Englot et al., 2009).

The organization of vasculature of the hippocampus offers additional preliminary support for a “vascular-based” explanation of hippocampal processing and the conundrum of both negative activations and BOLD signal-neural activity decouplings. Borowsky and Collins, in a study of the vascularization of the rat brain, found that the capillary density for dentate gyrus was about 50% of neo-cortex. Additional studies suggest some subregions of the hippocampus show particularly low capillary vascularization compared to other subregions (hilus compared to CA3), providing a possible explanation for the enhanced sensitivity to ischemia in this subregion (Lokkegaard et al., 2001; Grivas et al., 2003). The selective vulnerability of the hippocampus generally to anoxia compared to neocortex may also have a vascular explanation (Scharrer, 1940; Bartsch et al., 2007), although the sensitivity of hippocampal cells to glutamatergic toxicity is also a factor (DeReuck et al., 1979; McBain et al., 1990; Duvernoy, 1998). Furthermore, phenomena such as transient global ischemia (Bartsch et al., 2007), the shorter capillary length of hippocampal vasculature compared to neocortex (Borowsky and Collins, 1989), and its more limited blood supply compared to surrounding entorhinal cortex (Van Hoesen, 2002) argue for a sparser and less evolved blood supply to the hippocampus compared to neo-cortex.

The consequences of a sparser blood supply may have implications for the BOLD signal. Periods of high-metabolic activity in the hippocampus could result in oxygen metabolism transiently outmatching the typically observed cerebral blood flow overshoot, leading to a net decrease in the BOLD signal (Buxton et al., 2004). Precisely this situation was recently described by in a study by Schridde et al. in the rat hippocampus. The study looked at both the rat hippocampus and neo-cortex during seizures and recorded CBF, CMRO$_2$, LFPs, and spiking activity. Large increases in hippocampal neural activity were often accompanied by decreases in the BOLD signal. In contrast, comparatively large increases in neural activity in neo-cortex were typically accompanied by the expected increases in the BOLD signal. Recordings of hippocampal CBF in the Schridde et al. study suggested that in many cases, CMRO$_2$ often exceeded fresh supplies of blood, as measured with CBF. Note that this situation is the opposite of what is typically observed in sensory cortex, where blood flow typically overshoots metabolism (Fox and Raichle, 1986; Malonek and Grinvald, 1996).

While the BOLD-neural decouplings in the Schridde et al. study arose during abnormal seizure events in the anaesthetized epileptic hippocampus of the rat, memory-encoding studies in normal human volunteers suggest weaker couplings between CBF and metabolism may also arise in the hippocampus compared to neocortex. In a calibrated fMRI study, Restom et al. had subjects perform a scene encoding task and subsequently calculated CMRO$_2$ and CBF rates during the task in the medial temporal lobes (Restom et al., 2008). Restom et al. found that the mean coupling ratio between CBF and CMRO$_2$ was about 1.6 – 1.7 in the medial temporal lobes, lower than the mean coupling values reported in sensory cortex, which typically ranged between 2 – 4.5. Thus, even during memory tasks, hippocampal oxygen metabolism may show a weaker coupling with blood flow than in other regions. This would lead to the possibility of a weaker BOLD signal during high-demanding memory tasks. The fact that rest periods result in greater BOLD signal than active memory tasks could be explained by the fact that resting tasks still result in blood flow to the hippocampus (yet little active metabolism), possibly as a result of its role in “default” processes (Raichle et al., 2001). In contrast, demanding memory tasks will result in increased oxygen metabolism, and due to the sparse nature of the hippocampal vasculature,
blood flow may match metabolism more closely than typically observed in the neocortex (Figure 2).

Yet why should recollection, a process well established to involve the hippocampus, result in a comparatively stronger hippocampal BOLD signal than familiarity (Ranganath et al., 2004)? This could be because tasks not directly involving the hippocampus disrupt the default network, resulting in blood flow away from the hippocampus to other brain regions (examples would include making familiarity judgments, thought to involve the perirhinal/parahippocampal cortex). Recollection, though, a hippocampally-based task, recruits neurons and circuitry in the hippocampus, causing increased blood flow to this region. However, due to the vasculature and circuitry of the hippocampus, metabolic demands may outpace the typically-observed cerebral blood flow overshoot (Fox and Raichle, 1986), resulting in greater deoxygenated blood and a net decrease in BOLD relative to baseline. However, the net signal appears as an increase relative to no activity during a familiarity task (Figure 2).

While the above-mentioned reasoning would suggest that the vascular-based model is broadly consistent with previous findings on the hippocampus, it will be important to compare the vascular-based model with the local-circuitry model. Comparing predictions of the two models is valuable in determining which model provides the best explanation for the data. If hippocampal vasculature, rather than local circuitry, is responsible for dissociations between BOLD and LFPs, the CBF/CMRO coupling ratio should be weaker in neocortex than hippocampus. This finding has been largely confirmed by Restom et al. but more calibrated fMRI and PET studies are needed to bolster this finding in the hippocampus. Another possible way to test the vascular vs. local circuitry idea involves comparisons within neocortex. Parts of association cortex, which reportedly have a sparser vasculatization than sensory cortex (Harrison et al., 2002), provide an opportunity for testing the vascular vs. local circuitry hypothesis. Areas with sparser vasculature should yield weaker BOLD signals due to blood flow failing to match oxygen metabolism to the extent typically observed in sensory neocortex. Indeed, lower metabolism/blood flow couplings have also been observed in other brain regions (Ances et al., 2008). Another area for comparison involves the presence or absence of negative BOLD changes as the local circuitry model does not provide a direct explanation for the presence of negative activations. Brain regions showing negative activations during a task could be further investigated with fMRI and a comparison made with vascularization and neural activity of this region.

The danger in dissociation: Where to go from here

Dissociations between the BOLD signal and underlying neural activity lead to the question of how one might proceed with imaging and reaching conclusions about brain regions, given many of the concerns cited above. I have attempted to provide two possible explanations for why three-signals may dissociate in a brain region such as the hippocampus. The explanations, however, are perhaps secondary as the basic phenomenon poses a problem for the interpretations of the BOLD signal, at least when considering the BOLD signal as a proxy for neural activity. In Table 1, I have listed studies discussed in detail here as well as other studies not directly addressed and whether they demonstrate dissociations between BOLD/metabolic measures and electrophysiological measures. As can be seen, a significant number of studies show both correlations between the metabolic measures and spike rate (total number of studies, [N]=12) and metabolic measures and LFPs (N=30) under at least some testing conditions. Other studies, though, show dissociations between metabolic measures and spike rate (N=15) and metabolic measures and LFPs (N=13). Several studies (N=6) though demonstrate a three-way dissociation, i.e., dissociations between metabolic
measures, LFPs, and spike rate. Note, however, that no studies to date have shown a double dissociation in the same study, e.g., a correlation between metabolic measures and spike rate and a dissociation between metabolic measures and LFPs (the greater number of studies showing dissociations between metabolic measures and LFPs compared to metabolic measures, LFPs, and spike rate is because some studies did not record spike rate in addition to the LFP in comparisons with metabolic measures). Thus, it seems reasonable to assume that dissociations between the BOLD signal and LFPs will generally mean that the BOLD signal and spike rate will similarly be dissociated. This would suggest that the actual number of studies showing a three-way dissociation in Table 1 is actually closer to ten.

The data presented thus suggest a mixture of hope and caution regarding how effectively the BOLD signal can be used as a proxy for underlying neural activity. Under some situations, particularly in neo-cortex, BOLD, spike rate, and LFP measures are often well correlated. More frequently, though, BOLD and LFPs correlate more strongly than BOLD and spike rate in neocortex, consistent with the BOLD-LFP coupling model. Outside of neo-cortex, no studies yet show a correlation between BOLD and spike rate although several show correlations between BOLD and LFP measures, also consistent with the BOLD-LFP coupling model. Five out of nine studies from the hippocampus, however, show dissociations between metabolic measures and LFPs. Clearly, tabulating the situations in which one might expect fMRI to provide a good measure of underlying activity is a useful endeavor as this knowledge may help constrain conclusions about BOLD and electrophysiological activity, especially in regions outside of sensory neocortex.

One safeguard, if one’s intention is to use fMRI to reach conclusions about underlying electrophysiology, might be to simultaneously record BOLD and neural activity, such as can be obtained using simultaneous BOLD-scalp EEG recordings. Simultaneous BOLD-scalp EEG studies have provided significant information regarding correlations between alpha activity and negative BOLD changes in neo-cortex (Goldman et al., 2002; Laufs et al., 2003b; Laufs et al., 2003a; Moosmann et al., 2003; Scheeringa et al., 2009) and remain a promising venue for characterizing when EEG and the BOLD signal correlate during behavior in the brain (see also: Debener et al., 2005; Koch et al., 2006; Meltzer et al., 2008). EEG recordings, however, largely provide information about superficial areas of neo-cortex (Nunez and Silberstein, 2000) and do not provide direct information about spiking activity in the brain.

Imaging, though, is clearly of exigent and immediate value in clinical situations, such as identifying language areas of cortex during planning of tumor surgery (Bookheimer, 2007). A clinical researcher should not have to spend significant amounts of time second-guessing whether the BOLD response actually provides information about neural activity or not. The BOLD-LFP coupling model, which is firmly established under many testing conditions in neocortex, suggests that fMRI does in fact reflect underlying neural activity in many instances. When fMRI dissociates with underlying LFPs under some testing situations (see also: Caesar et al., 2003; Maier et al., 2008; Sirotin and Das, 2009 for descriptions outside of the hippocampus of this phenomenon), the lack of a correlation with the LFP may come about for a variety of reasons. One possibility is of course no neural activity is present at that recording site. It may also be the case that peri-synaptic events do not summate due to an arrangement in the geometry of neurons unfavorable to an LFP (Mitzdorf, 1985). Finally, it may also be the case that neuromodulatory signals from downstream neural events modulate upstream vascular events, resulting in LFP changes and vasoconstriction/vasodilation in distant yet related brain areas (Sirotin and Das, 2009). Thus, while a dissociation between the BOLD signal and LFPs in a specific brain region certainly should give cognitive neuroscientists pause for thought and lead to careful consideration of the circuitry stimulated in the experiment, a zero-sum LFP may not always indicate no neural activity either.
For basic research projects the value of multi-modal and comparative imaging methods is obvious as there is much information to be gained by combining imaging modalities. In addition to simultaneous scalp EEG/fMRI, promising areas of development for multimodal imaging involve optical probes that can be inserted directly with microelectrode recording devices. These probes are designed to permit simultaneous observation of metabolic, LFP, and spiking activity, even during human intracranial recordings (Strick et al., 2008; Keller et al., 2009). These promising new methodologies are likely to reveal much additional information about the neural basis of the BOLD signal in the human and monkey brain, particularly in deeper structures than neo-cortex.

BOLD and neural signal decouplings also suggest the value, whenever possible, of calibrated fMRI and PET studies of brain regions of interest. Calibrated fMRI, as discussed earlier, allows independent measurements of CBF and CMRO$_2$, thus providing the potential to identify brain regions where the BOLD signal may show a more complex interplay with these measures. Knowledge of when CBF and CMRO$_2$ show different couplings than those classically reported in neocortex is important in determining how well the BOLD signal alone may reflect oxidative processes performed by neurons during information processing. PET, although lacking the spatial and temporal resolution of fMRI, is also valuable here as it additionally allows determination of glucose utilization and can now be measured simultaneously in some cases with fMRI (Schlemmer et al., 2008). More information is needed specifically on how CBF, CMRO$_2$, and C$_{glu}$ vary across different brain regions as this information will be critical in determining how reliable a measure BOLD alone is of underlying events.

In conclusion, while fMRI is a potentially extremely useful and valuable tool for understanding brain regions involved in cognition, caution is necessary in interpreting its results, particularly with regard to making direct inferences about underlying neural activity. More studies need to be conducted, particularly in brain regions outside of visual cortex, to provide a firmer understanding for situations when fMRI and neural signals may be coupled and when they dissociate.
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Figure 1. Correlations Between Parahippocampal BOLD Activity and LFPs but not between Hippocampal BOLD Activity and LFPs. Neither Parahippocampal nor Hippocampal BOLD Signal Correlated with Spike Rate

A) Maximal BOLD t-statistic vs. maximal theta-band t-statistic for the parahippocampal region (PHR) for electrode ROI in navigation vs. control comparison in 27 electrode recordings from 6 patients with implanted depth electrodes; the correlation coefficient was .73 ($r^2 = .49$).

B) Maximal BOLD t-statistic vs. maximal spike rate t-static; the correlation was not significant for spike rate in PHR (red) and hippocampus (blue).

C) While there was a weak correlation between hippocampal BOLD and LFPs, this correlation was only significant for parahippocampal BOLD and LFPs. The only LFP-band showing a significant correlation with the BOLD signal was the theta-band LFP.
Figure 2. Schematic representation of hippocampal BOLD response in frequently studied behavioral tasks
Three different scenarios are described along with the predicted BOLD signal. All comparisons are made relative to a “true” hippocampal baseline task, or tasks that do not directly require the hippocampus (such as making odd-even number judgments). In the first situation, “rest” results in increased blood flow due to the involvement of the hippocampus in the default network, resulting in increased activity relative to an “inactive” baseline. In the second situation, tasks not involving the hippocampus (such as familiarity judgments) result in no net BOLD change because two inactive tasks result in no net change. In the final situation, a weakly positive BOLD change arises because hippocampal metabolism may
outpace blood flow. Note that if situation #1 were used as baseline for situation #3, as applied in many cases previously, hippocampal negative BOLD changes result.
Studies investigating BOLD signal/CBF/CBV/CMRO2 (“metabolic signal”) and electrophysiological inter-relations as well as studies investigating intra-relations for electrophysiological signals (e.g., LFPs vs. spike rate). Studies are grouped according to region and concluded effect. Correlations with $r^2$ values less than .2 generally considered to show little or no correlation between two listed measures (hence, these studies are included in the dissociation column). Studies listed more than once show more than one effect or correlation, typically because an intervention (behavioral or pharmacological) was applied to look for dissociations. Results from studies shown in **bold** demonstrate a three-way dissociation, i.e., a dissociation between BOLD, LFPs, and spike rate. Note, however, that no studies to date have shown a correlation between BOLD and spike rate and a dissociation between BOLD and LFPs in the experimental testing conditions (i.e., a double dissociation).

<table>
<thead>
<tr>
<th>Effect Region</th>
<th>Metabolic signals and spike rate correlated</th>
<th>Metabolic signal and LFP correlated</th>
<th>LFP vs. spike rate correlated</th>
<th>LFP vs. spike rate dissociated</th>
</tr>
</thead>
</table>