The inflammatory response to cell death
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Abstract

When cells die in vivo they trigger an inflammatory response. The ensuing hyperemia, leak of plasma proteins, and recruitment of leukocytes subserve a number of useful functions in host defense and tissue repair. However, this response can also cause tissue damage and in so doing contributes to the pathogenesis of a number of diseases. Given the key role of inflammation in these processes it is important to understand the underlying mechanisms that drive this response. The broad outline of this pathway is understood. Injured cells release “danger signals” that alert the host to cell death. Some of these molecules are recognized by cellular receptors that stimulate the generation of proinflammatory mediators. Other molecules released by dead cells stimulate the generation of mediators from extracellular sources. The resulting mediators then orchestrate the inflammatory response, eliciting its various vascular and cellular components. In addition to stimulating inflammation, dead cells also release danger signals that activate dendritic cells and promote the generation of immune responses to antigens in and around the dying cells. Many of the specific molecules and mechanisms involved in these various processes are still poorly understood. Here we review what is presently known about the sterile inflammatory response and its underlying mechanisms.
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Introduction

Everyone has experienced injuries and knows from common observation that the injured site becomes inflamed. For example, a burn rapidly becomes red, hot, swollen and painful, a constellation of the four cardinal signs of inflammation that were described over 2,000 years ago by Celsus. It is perhaps not surprising, therefore, that the fact that injury causes inflammation (phlogosis) was recorded in the medical literature at the start of the first millennium AD by Galen. Study of the response to injury also played a key role in the elucidation of the underlying pathophysiological mechanisms that account for the signs and symptoms recorded by Celsus. Waller (1846) and Cohnheim (1867) first described that injury caused vessels to dilate and leak fluid and stimulated the recruitment of leukocytes. Of course the discovery of infection as the other important trigger of inflammation occurred much later, not in small part because it had to await the discovery of germs and their connection to disease by Pasteur and Koch in the late 1800s.

We now know that there are several mechanisms by which injury can cause inflammation. If microbes are introduced, they can stimulate potent inflammation. However, sterile injury
also stimulates inflammation and can do so through a number of different mechanisms. Traumatic stimulation of mast cells and nerves can lead to the release of proinflammatory mediators (1). If trauma causes bleeding, then the hemostatic mechanisms (platelets and clotting) that are triggered can generate inflammatory mediators (2, 3). In addition, cell death is a universal and potent stimulator of sterile inflammation. This latter phenomenon is the focus of this review.

When cells die and undergo necrosis in vivo, the tissue site is rapidly infiltrated with leukocytes, consisting initially of neutrophils followed by accumulations of monocytes. This is seen e.g. in a burn, an infarct (Figure 1) or the experimental implantation of dead tissue or cells (4) (5). This response to injury is so stereotypical that its evolution is used by Pathologists to date the time of tissue injury, e.g. in a myocardial infarct. Although this host response to cell death is universally observed and rather dramatic, its underlying mechanisms are poorly understood. This review explores what is known about this important response.

**Role of the inflammatory response**

In an infection, the role of the inflammatory response is clear. Vasodilatation very rapidly increases the delivery of blood borne defenses to the affected site. Increased vascular permeability allows soluble immune proteins such as antibody and complement to leak into the local environment where they can attack the invading microbes. Neoexpression of vascular adhesion molecules and chemokines attract leukocytes that then migrate into the tissue space. Once in the site of infection leukocytes ingest and attempt to destroy the pathogens. Thus, through these mechanisms there is a very rapid delivery of both soluble and cellular immune defenses. The importance of this response is clearly seen in individuals that due to genetic defects or treatments lack key components of the inflammatory response; such individuals have a very high rate of morbidity and mortality (6).

While an inflammatory response is of obvious importance to rapidly combat infection, why does cell death also trigger this response? The answer to this question is less clear, but there are probably several reasons. It has been proposed that the immune system has evolved mechanisms to recognize cell death to alert it to sites of potential danger (7) (see below). Thus, necrotic cell death may be the consequence of an infection, e.g. from a toxin or cytopathic microbe. Even if it is not directly caused by a pathogen, cell death is often occurring at a site where microbes have been introduced as a consequence of an injury, such as a penetrating wound. With a doubling time of 20 minutes, microbes constitute an explosive threat that to be contained requires a very rapid response. By mounting an inflammatory response to dead cells, the host rapidly mobilizes its defenses to a site of potential danger. It should be noted that this notion that dead cells are a “danger signal” was originally conceived to explain the generation of adaptive (T and B cell) immune responses (7). However, we believe the concept is also applicable to the rapid inflammatory (innate immune) response as well.

Nevertheless, in many other situations cells die and provoke inflammation in the absence of microbial infection. What useful role is the inflammatory response playing in these scenarios? In some situations the cells that are dying may still represent a threat to the body (e.g. in an evolving cancer) that may be eliminated by the host immune response (8). In other situations, it is possible that the inflammatory response counteracts certain pathological processes in other ways. E.g. in an ischemic infarct, it is possible that inflammation induced vasodilatation helps perfuse adjacent ischemic areas. In other forms of injury, increased blood flow and fluid leakage may help dilute and drain away soluble injurious agents or the cellular response may encase and wall off offending particulate
Inflammation to necrosic versus apoptotic cell death

Cells can die through a number of different mechanisms. Two of the major types of cell death are necrosis (oncosis) and apoptosis (9). Necrotic cell death occurs in response to many kinds of insults (e.g. trauma, infarction, toxins, etc.) and therefore is typically the result of a pathological process. Morphologically, it is associated with cell swelling and/or the rapid loss of membrane integrity. In contrast, apoptosis is a process of cellular suicide that can occur as part of physiological events (e.g. loss of trophic factors, elimination of cells during normal development processes, etc.) or in some cases pathological ones (e.g. certain viral infections). Morphologically, apoptotic cells shrink and at least initially maintain integrity of their plasma membrane. It turns out that the host response to these two forms of cell death can be different (Figure 2).

Necrotic cell death stimulates a host inflammatory response (5). In contrast, it is often stated that apoptotic cell death doesn’t provoke inflammation (10). In fact, there are many situations where this is true for apoptotic cells; e.g. there is continuous death of developing T cells in the thymus and this occurs without inducing an inflammatory response. Since apoptotic cells initially maintain membrane integrity, they don’t rapidly release their intracellular contents that, as will be discussed below, contain proinflammatory signals. Instead, before these cells disintegrate, they are rapidly ingested by resident phagocytes. For single apoptotic cells, this clearance process can be remarkably efficient; e.g. despite high levels of apoptosis in the normal thymus, it is actually difficult to see apoptotic T cells in this organ. Moreover, apoptotic cells can stimulate macrophages to generate mediators such as IL-10 or TGF-β that inhibit inflammation (10, 11). It has been argued on theoretical grounds that this difference in host response to the two different modes of death has evolved because necrotic cell death arises from potentially dangerous situations to the host, while apoptotic death does not (7). According to this idea a rapid inflammatory response is potentially useful in tissues where necrosis occurs but not in sites of apoptosis.

However, the concept that apoptosis is non-inflammatory is not always correct. For example, FAS is a prototypical death receptor that when triggered stimulates cells to undergo apoptosis (12). Injection of an agonistic anti-FAS antibody into mice causes hepatocytes (which express Fas) to undergo apoptosis and this in turn stimulates very strong inflammation (13). If apoptosis is blocked in this situation, then this inflammatory response is inhibited (13). Why then is apoptosis sometimes silent, while at other times inflammatory? While the answer isn’t definitively known, it is likely that a key factor is how rapidly the apoptotic cells are cleared by phagocytes. This is because over time, apoptotic cells undergo a process known as secondary necrosis, in which their membrane becomes permeable to macromolecules (9). If this process occurs before the dead cells are ingested by phagocytes, then their intracellular contents, which contain proinflammatory components,
will be released and stimulate a host response (Figure 2, discussed further below). Teleologically, this inflammatory response to apoptotic cells may be useful because there are pathological processes like infections that cause cells to undergo apoptosis (14). Furthermore, if there has been a significant loss of cell mass, the inflammatory response may be useful to promote healing.

**Molecular basis of inflammation to infection**

Over the last decade there have been major advances in our understanding of the molecular basis of the inflammatory response to microbes. In fact we now understand this process much better that we do for the inflammatory response triggered by tissue injury. Although this review is focused on the inflammatory response to cell death, it is useful to briefly review some of the mechanisms that underlie inflammation to infection. This will set the stage for considering some of the similarities and differences between inflammation to infection and to dying cells. A full review of this subject is beyond the scope of this manuscript and interested readers should consult recent reviews (15, 16). We will focus instead on a few of the inflammatory pathways that are most relevant to issues covered in this review.

The host recognizes the presence of microbes through a number of different mechanisms, some of the most important of which utilize several different families of cellular receptors. These various receptors monitor different subcellular compartments for the presence of microbial molecules. Some, like many of the Toll-like receptors (TLR) (15) and C-type lectins (17) are present on the plasma membrane, where they can detect the presence of microbes that have entered the extracellular fluids. Other receptors, such as a few of the TLR, are present in endocytic vacuoles and monitor these vesicles for microbes that have been ingested by cells (15). Yet other receptors, like the Nod-like receptors (16) and helicases (18), are present in the cytoplasm and detect the presence of pathogens that have invaded this compartment.

Of all of these microbial-sensing receptors, the best understood are the TLR (Figure 3) (15). These are transmembrane proteins with an extracellular antigen recognition domain composed of leucine-rich repeats. There are 11 different TLR each of which recognizes microbial components that are present in large numbers of different kinds of microbes but are chemically distinct from ones normally made by the host (sometimes referred to as PAMPs – pathogen-associated molecular patterns). For example, TLR4 recognizes lipopolysaccharides which are membrane components found in most gram negative bacteria. TLR2 recognizes lipopeptides present in many gram positive organisms. TLR9 recognizes unmethylated C and G-rich DNA sequences that are abundant in most prokaryotic genomes. TLR5 recognizes a protein in flagella and therefore can detect many flagellated microorganisms. TLR 3, 7 and 8 recognize RNA species expressed by many viruses. By focusing on these sets of conserved pathogen-associated molecular patterns the host is able to accomplish two remarkable and important things. It is able to discriminate between self and nonself components, and to do this with a relatively small set of receptors that can nevertheless sense most bacteria, fungi and many viruses, despite the huge diversity among these organisms.

Once the TLRs bind their ligands, they associate with intracellular adaptor proteins (TIR adaptor molecules), which then initiate an intracellular signaling pathway (19). All TLRs except TLR3 associate with the MyD88 TIR adaptor and this stimulates a kinase cascade that ultimately activates the transcription factor NFkB. In turn, NFkB controls the expression of many of the molecules needed for acute inflammation including proinflammatory cytokines (e.g. IL-1, IL-6, IL-8 and TNFα), chemokines (e.g. MIP-1, MCP1,
RANTES, and Eotaxin), and vascular adhesion molecules (e.g. ICAM1, VCAM1, and E-selectin) needed for leukocyte recruitment (20). TLR3 and TLR4 associate with another TIR adaptor protein TRIF which signals to activate type I interferons (19). Through these mechanisms, the host senses and rapidly induces an inflammatory response to infection.

In addition to the various microbial-sensing cellular receptors, there are soluble host proteins that may also be activated by microbes in ways that stimulate or amplify inflammation. The best characterized example of such a soluble system is the complement pathway (21). There are 9 different complement proteins (C1-9) that are constitutively present in the plasma, largely in inactive form. Microbes can activate these proteins in several different ways. The C3 component undergoes spontaneous activation at a low level and is normally rapidly inactivated. However, if it binds to a microbial surface it is stabilized in active form (22). Alternatively, antibodies or mannose-binding lectin that are bound to microbes can activate the formation of C3 convertase complex (23, 24). Each activated complement component then proteolytically cleaves the next component of the pathway into active form in a cascading and amplifying fashion. Part of each of the cleaved fragments deposit on the surface of the microbe where some promote the binding to and internalization of the microbe by phagocytes (opsinization) and others assemble into a pore that promotes osmotic lysis of the organism (25, 26). Of importance to the inflammatory process, several of the complement proteolytic fragments that don’t bind the microbe remain soluble (e.g. C3a, C4a and C5a) and are potent proinflammatory mediators (27). Therefore, the activation of this set of soluble defense proteins by microbes stimulates an inflammatory response.

Through these mechanisms the TLR and complement systems (and other components not described here) allow the host to rapidly detect pathogens in the extracellular space and respond with a very rapid inflammatory defense. Below, we will consider whether or not these same “sensing mechanisms” contribute to generating inflammation to another extracellular stimulus: Dead cells.

The scent of death: Proinflammatory components from dead cells

The fact that dead cells induce inflammation indicates that the cell corpse must expose or release some sort of proinflammatory signal(s). It is theoretically possible that this signal(s) might be induced while a cell is dying but still metabolically active. However, cells that are instantaneously killed by freeze-thawing ex vivo stimulate robust inflammation when injected into animals (Chen et al. manuscript submitted). In this situation the proinflammatory signal(s) must come from pre-existing cellular components that are released in intact form or are modified by a process that doesn’t require energy. Presumably these components are sequestered inside of live cells but, upon cell death and the subsequent loss of membrane integrity, are passively released into the extracellular environment (Figure 4). Through this mechanism the abnormal release of intracellular components becomes a danger signal that alerts the host to dying cells. Since these components can’t be further synthesized and replenished by dead cells, the proinflammatory activity of dead cells decays over time (5), presumably as the active components are degraded and/or diluted. It should be noted that these overall features are distinct from typical cytokines, which are hormone-like mediators that are synthesized and actively secreted from live cells. While it is possible that in some situations intracellular stores of proinflammatory cytokines (e.g. IL-1 (28)) might be released upon cell disintegration and cause inflammation, most of these mediators have restricted expression in only certain cell types and therefore cannot account for how the majority of cells induce inflammation upon death. We will therefore focus this discussion on cellular proinflammatory molecules that are not classical cytokines.
The number of different inflammatory triggers released from dying cells is unknown. In fact until recently, the molecular identity of any of these molecules had been unknown. A number of potential candidates have now been identified. Before reviewing these molecules, it is worth considering the criteria for validating a molecule’s bone fide role in inducing an inflammatory response to dead cells. Ideally, multiple criteria should be satisfied: (i) The purified molecule should cause inflammation when injected in vivo; (ii) The purified molecule should also be active in physiological amounts and concentrations; (iii) Microbial contaminants need to be ruled out as the source of the proinflammatory activity. Such molecules (e.g. LPS) are easy to introduce during purification procedures and also contaminate recombinant molecules produced from prokaryotic expression systems. This kind of artifact especially needs to be rigorously excluded for molecules that are found to work through receptors like TLRs, which are known to sense microbial products (see above); (iv) Ideally, elimination or neutralization of the molecule from dead cells should reduce inflammation, although this criterion may be difficult to fulfill, if cells contain multiple danger signals that function redundantly. These criteria have not yet been met in full for any cellular molecule. Nevertheless there are several candidate molecules identified that have various degrees of evidence that support their potential role in triggering the sterile inflammatory response (Figure 4, Table I).

**Cellular molecules with intrinsic proinflammatory activity**

One interesting molecule that has been implicated in the triggering the inflammatory response to necrotic cells is HMGB1 (29). HMGB1 is a nuclear protein present in all cells where it normally binds to chromatin and plays roles in bending DNA and regulating gene transcription (30). It was found to be passively released from cells after they underwent necrosis but was retained in the nuclei of apoptotic cells (even after they underwent secondary necrosis) (31). Because necrotic but not apoptotic cells were thought to induce inflammation (see section Inflammation to necrosis versus apoptotic cell death), Scaffidi et. al. investigated whether HMGB1 might play a role in inducing inflammation to necrotic cells (31). When tested in vitro, the HMGB1 released from necrotic cells stimulated monocytes to produce TNFα, a potent proinflammatory cytokine. Whether HMGB1 also induced inflammation when injected in vivo has not been reported. However, injecting a neutralizing HMGB1 antibody into animals treated with a hepato-toxic drug, reduced inflammation in the damaged liver (31). Other studies showed that anti-HMGB1 antibodies could also reduce inflammation in livers that had sustained ischemia-reperfusion injury (32). In yet other studies, injection of recombinant HMGB1 into infarcted heart muscle in vivo stimulated regeneration and repair (33). Together, these studies provide evidence that HMGB1 is a cellular factor that plays a role in the inflammatory response to necrotic cells.

In addition to being passively released from necrotic cells, HMGB1 has also recently been found to be released by a non-classical secretion mechanism from a subset of activated leukocytes (monocytes, macrophages, DC and NK cells) (34) (35). This secretion from living cells is stimulated by microbial components or cytokines (35). It is important to note that HMGB1 produced via this pathway would be neutralized when animals are treated with anti-HMGB1 antibodies, which as noted above is one of the key experimental findings that has implicated HMGB1 in the sterile inflammatory response. Therefore, it is possible that HMGB1 might function either as the initial trigger of sterile inflammation or as a later “downstream” factor that amplifies such responses.

It is also unclear presently whether the HMGB1 molecule is actually proinflammatory by itself. In initial studies, purified HMGB1 was reported to activate leukocytes and stimulate the production of proinflammatory mediators in vitro (36, 37). However, more recently highly purified HMGB1 was found to have little proinflammatory activity (38). It was also noted to
tightly bind certain microbial or cellular molecules such as phosphatidylserine (38). This raises the possibility that the proinflammatory activity of HMGB1 released from necrotic cells is actually mediated by an associated molecule.

How important is HMGB1 to triggering an inflammatory response to dead cells? Two lines of evidence suggest that it is neither the only factor nor an essential or even dominant one. First, cells undergoing secondary necrosis do not release HMGB1, yet still stimulate inflammation. Therefore, in this setting cells must release other proinflammatory factors. Second, necrotic mutant embryonic fibroblasts that genetically lack HMGB1 stimulate robust inflammation when injected into mice; in fact this response was of similar magnitude to that observed to wild type cells (Chen et al. manuscript submitted). Therefore there must be other factors in cells that play major roles in initiating the sterile inflammatory response. In fact there are several other intracellular molecules that are candidates to participate in this phenomenon.

Another intracellular molecule that might play a role in stimulating inflammation to dying cells is uric acid. Uric acid is the end product of cellular catabolism of purines. It is present at near saturating levels in body fluids and at much higher concentrations in the cytoplasm of cells (39). It was not known to play any physiological role outside of perhaps contributing anti-oxidant activity to body fluids. However, uric acid was identified as a mediator released from necrotic or apoptotic cells that had adjuvant properties (immunostimulatory properties) in vivo (39) (see section Beyond inflammation: cell death and adaptive immune responses). The biologically active form of this molecule is thought to be monosodium urate (MSU) microcrystals that are postulated to form when intracellular uric acid, which is present in the cytosol at concentrations that would be very supersaturated in extracellular fluids, is released and comes in contact with the high levels of free sodium present in the extracellular environment. MSU crystals that form in extracellular sites are known to be highly inflammatory and, when they deposit in the joints of hyperuricemic patients, cause the inflammatory disease of gout (40). Moreover, injection of MSU in vivo stimulates a robust acute inflammatory response (41). Based on these findings it is possible that uric acid released from dying cells might be one of the signals that stimulates sterile inflammation. However, whether and to what extent this plays a role in these responses is not yet known.

Yet other candidates potentially involved in the sterile inflammatory response to cell death are galectins. These molecules are cytosolic lectins that when released can bind to a number of cell surface receptors, including ones known to activate leukocytes (e.g. CD2 and CD3) (42). In vitro they are chemotactic for monocytes and can activate vascular endothelium, mast cells, macrophages and neutrophils (43). Administration of galectin 3 in vivo recruits monocytes to the site of injection (44). Galectins are expressed primarily in certain leukocytes and endothelium (43). Therefore, if these molecules play a role in initiating the sterile inflammatory response to cell death, it will be limited to the restricted set of cells in which they are expressed.

Thioredoxin is a 12 KDa, ubiquitous intracellular enzyme with antioxidant activity. In vitro thioredoxin augments the expression of TNF in monocytes and IL-6 in endothelial cells(45)and in vivo has chemotactic activity for monocytes, PMNs and lymphocytes (46).

There are a number of other intracellular molecules that have been reported to have some type of proinflammatory activity in vitro and which could potentially be released from dying cells to trigger inflammation. These molecules are listed in Table I. They include: (i) DNA-chromatin complexes, which have been shown under some conditions to stimulate proinflammatory cytokine production from splenocytes and endothelial cells in vitro (47); (ii) Heat Shock proteins (HSP), some of which have been shown to stimulate
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proinflammatory cytokine production from monocytes and macrophages in vitro (48) (49). Here, a note of caution is warranted because in some systems the immune stimulating activity of HSP has been shown to be due to contaminating microbial molecules (50); (iii) Certain of the S100 family of proteins, which stimulate cytokine production and chemotaxis in vitro (51, 52). These proteins are found in granulocytes, monocytes, macrophages, keratinocytes and, in inflammatory conditions, also epithelial cells (53). In some cells these proteins can be actively secreted; (iv) Antimicrobial peptides such as cathelicidins and defensins have chemotactic activity for leukocytes in vitro (54-56); (v) Various purines such as adenosine and ATP. In vitro these molecules can be chemotactic for leukocytes. ATP can bind to cellular receptors on leukocytes that promote the secretion of the proinflammatory cytokine IL-1 (28); (vi) Mitochondrial peptides bearing the N-formyl group characteristic of prokaryotic proteins are chemotactic for monocytes and neutrophils in vitro (57) and in vivo (58). Whether any of these various molecules actually stimulate inflammation in vivo and contribute significantly to the sterile inflammatory response to cell death is presently unknown.

As noted above, some putative mediators, like S100s, are not expressed in all cells. Therefore, an unresolved issue is whether the major proinflammatory triggers are the same in all cells or whether different kinds of cells or conditions release different mediators. This is an important question because different kinds of mediators might lead to different kinds of responses and outcomes. To resolve this issue it will be necessary to identify and evaluate the contribution of the various potential mediators in different cell types, e.g. through neutralization or elimination.

**Cellular molecules that activate extracellular proinflammatory mediators**

In addition to cellular components with intrinsic proinflammatory activity, other kinds of cellular molecules that potentially contribute to the death-induced inflammatory response are ones that are not themselves proinflammatory, but instead work indirectly by activating extracellular inflammatory mediators. Several extracellular proinflammatory pathways have been postulated to play potential roles in this process (Table II). In most of the cases, more is known about the extracellular mediators than of the cellular components that trigger them.

One extracellular proinflammatory pathway that is thought to contribute to sterile inflammation to tissue injury is the complement system. Intrinsic enzymatic activity to cleave C3 fragment was first identified in lysates of rat myocardium (59). It was subsequently found that complement components were deposited on dead cells in ischemic infarcts (60). Since complement was not found on adjacent viable cells, this observation indicated that dead cells were triggering the complement pathway. One of the well known consequences of activating the complement cascade is the generation of complement fragments that are proinflammatory (see section Molecular basis of inflammation to infection). Later experiments found that if the complement pathway was inhibited in vivo, then there was a reduction in the inflammatory response and/or extent of tissue injury in some experimental model (59, 61). Therefore, the complement pathway is triggered by dead cells and this process contributes to the ensuing sterile inflammatory response.

Dead cells may be triggering the complement system through a number of different mechanisms. There is limited evidence that some cellular components can directly activate the complement cascade. Thus, lysates of myocardium were found to cleave the C3 component into active form (59). Presumably, cellular proteases were responsible for this activity but their identity is unknown. In addition, isolated mitochondrial membranes were also shown to activate complement via the C1q component (62). Again the underlying molecular basis for this activity is not known.
More recently it was discovered that certain cellular components could also activate the complement pathway by an indirect mechanism (63). Non-muscle myosin heavy chains (type IIA and C) are released after ischemia-reperfusion injury of the intestine, myocardium and skeletal muscle. By themselves, the myosin molecules are not intrinsically proinflammatory. However, normal animals have circulating “natural” IgM autoantibodies that bind the myosin chains after they are released to form immune complexes (64). The bound autoantibody activates complement that then initiates the inflammatory response (see section Molecular basis of inflammation to infection). Immunodeficient mice that lack antibody fail to develop inflammatory responses in these models (65). However, when an anti-myosin monoclonal antibody is injected into these animals it is sufficient to initiate inflammation at sites of ischemia reperfusion injury (66). Moreover, in normal mice (antibody sufficient) inhibiting the endogenous anti-myosin antibodies by infusion of myosin peptides, reduces the inflammatory response to ischemic injury (64). Therefore, these data identify myosin heavy chain as a cellular trigger of sterile inflammation \textit{in vivo} and elucidates a novel mechanism by which it generates this response. It is not yet know whether this mechanism plays a role in generating the inflammatory response to cell death in other settings.

Another set of potential extracellular mediators that might be generated by components released from dead cells are ones derived from components of the extracellular matrix (Table II). One set of such matrix components are the glycosaminoglycans, hyaluronic acid and heparin sulfate. Hyaluronic acid fragments have been shown to stimulate the production of proinflammatory mediators from endothelial and dendritic cells \textit{in vitro} and to stimulate the production of chemokines when injected \textit{in vivo} (67). Heparan sulfate has also been shown \textit{in vitro} to activate macrophages and dendritic cells and stimulate the production of proinflammatory cytokines (68-70). There is also limited data that collagen and elastin-derived peptides, laminin and fibronectin fragments can have proinflammatory activities (71) (72, 73) (74-80). The importance of these mediators to the death-induced inflammatory response \textit{in vivo} is not known.

The release of cellular proteases have also been suggested to trigger other extracellular pathways that generate proinflammatory mediators. These pathways include the clotting, fibrinolytic and kinin cascades (81). Again, the importance of these pathways to the sterile inflammatory response to dead cells hasn’t been determined or quantified.

**Sensing death: Receptors that detect cell death and induce inflammation**

The proinflammatory signals that are released from dying cells or extracellular matrix are for the most part not ones that had been previously identified to be biologically active mediators. So how do these signals actually stimulate inflammation? This is an issue that is not well understood. One hypothesis is that there are receptors on host cells that sense when molecules that are normally hidden intracellularly (“hidden self”) are released and then trigger the inflammatory process. This would be similar to the process by which the host generates inflammation to extracellular microbes. In fact, there is emerging evidence that sometimes, the exact same mechanisms may be used to sense infection and cell death: both may use TLRs (Figure 3). As we will review next, this appears to be the case for several of the proinflammatory molecules from dead cells (Table I) and the extracellular matrix (Table II). Thus the immune system may use TLR not only to detect molecules that are “non-self” but also ones that are “hidden self”, i.e. molecules that aren’t ordinarily in the extracellular fluids unless cells die.

HMGB1 is bound by the receptor for advanced glycation end products (RAGE) and it was originally suggested that this was responsible for this molecule’s extracellular biological effects.
effects (82). However, more recently HMGB1 was reported to stimulate TLR2 and TLR4 (83). In a model of ischemia-reperfusion injury of the liver, essentially all of HMGB1’s effects were found to be mediated by TLR2 and 4 (32). Interestingly, a number of other cellular and extracellular components have also reported to mediate their proinflammatory effects through these same TLR (e.g. via TLR4: HSP(84), fibrin (85), hyaluronic acid (86), and heparan sulfate (87); via TLR2: HSP (88) and hyaluronic acid (89). Other TLR might also play a role in recognizing released cellular components. For example, although TLR9 has specificity for unmethylated C and G-rich DNA sequences that are abundant in prokaryotic DNA, it can also recognize some similar sequences present more rarely in mammalian DNA and this is thought to account for the stimulatory activity of autologous chromatin-DNA complexes (90).

Since TLR are stimulated by microbial components, the possibility that microbial contaminants might account for some examples of endogenous molecules stimulating TLR, especially TLR4, needs to be kept in mind. Uric acid was originally reported to stimulate inflammation through TLR2 and 4 (91), however a subsequent study failed to find any role for TLR2 or 4 in both genetic loss and gain of function experiments (92). Similarly, the stimulatory activity of some HSP has been attributed to microbial contaminants (50). Therefore, while TLRs may indeed recognize some host components, caution is warranted in evaluating such findings.

Is TLR4 or other TLR the principal mechanism by which dead cells stimulate inflammation? While the studies above provide evidence that TLR can recognize cellular components, they don’t quantify how important they are to the sterile inflammatory response. Insight into this issue has come from studies that have injected dead cells into mice that genetically lack various TLR (Chen et al. manuscript submitted). In this situation, inflammation was reduced in mice that were doubly-deficient in TLR2 and TLR4, confirming that these receptors do indeed play a role in the sterile inflammatory response. However, in the absence of these two TLR, the reduction in the inflammatory response was quite modest. This indicates that there must be other receptors involved in this process. There was no statistically significant reduction in the inflammatory response to dead cells in mice deficient in TLR 1, 3, 6, 7, 9, or 11 and mice don’t express TLR10. It remains possible that TLR not examined (TLR5 or 8) play a role in this process or that multiple TLRs are involved and function in a redundant manner (so loss of individual receptors has little impact). However, mice that lack the ability to signal through TLR (MyD88 and TRIF-mutant mice) still generate acute monocytic inflammation to dead cells (Chen et al. manuscript submitted). Therefore, there are almost certainly other as yet unidentified receptors involved in this process. This raises the interesting possibility that the major receptors and pathways that stimulate inflammation to dying cells and microbes could be different. If this is true, it would have important implications for the potential development of therapeutics that might selectively block the sterile inflammatory response.

The other receptors that sense the release of cellular components and trigger inflammation are not yet clear. Recently, an intracellular nod-like receptor, NALP3, has been implicated in the inflammatory response to MSU (93). NALP3 is a component of a molecular complex called the inflammasome that cleaves the IL-1 precursor into its mature form. In some situations, NALP3 is known to function downstream of a surface receptor (e.g. the P2X7 ATP receptor) (94). For MSU it is not known whether NALP3 is similarly needed downstream of a surface MSU-receptor or MSU somehow directly gains access to NALP3 in the cytosol.
Host mediators that drive the inflammatory response to dying cells

After the initial recognition of a dead cell or microbe, the ensuing inflammatory response that evolves is largely orchestrated and amplified by mediators generated by host cells. These factors include cytokines, chemokines, vasoactive amines, and phospholipids metabolites. There are large numbers of such mediators and many have overlapping functions. While many of these mediators are likely to contribute to the inflammatory response to dead cells, the extent of their contributions to this process and whether there are differences in the principal ones that drive inflammation to dying cells versus microbes is not well understood.

Recently, the proinflammatory cytokine IL-1 was unexpectedly found to have a key role in the acute neutrophilic inflammatory response to dead cells (Chen et al. manuscript submitted). When sterile dead cells were injected into mice, wild type animals developed a strong neutrophilic inflammatory response. In contrast this response was markedly suppressed in mice genetically lacking either the IL-1 receptor (IL-1R) or MyD88, the intracellular adaptor that is essential for IL-1R signaling. Similarly, neutrophilic inflammation to hepatocyte death induced by injection of a hepatotoxic drug was markedly reduced in mice lacking the IL-1R-MyD88 pathway (Chen et al. manuscript submitted). Therefore, IL-1 is a particularly important host mediator in the acute neutrophilic inflammatory response to dead cells.

Interestingly, in bone marrow-transplanted (chimeric) mice, the sterile neutrophilic inflammatory response to dead cells required the IL-1R on parenchymal (radioresistant) cells but not ones of bone marrow origin (radiosensitive) (Chen et al. manuscript submitted). Therefore, for this response IL-1 must be principally acting in on cells resident in the tissues rather than on neutrophils or other leukocytes. These data suggest that IL-1 functions to orchestrate the neutrophilic response into tissues at sites of cell death. Whether this is true in all tissues and with all types of dying cells remains to be determined.

Surprisingly, the recruitment of monocytes into sites of cell death was either not reduced or only modestly decreased in IL-1R or MyD88-deficient mice (Chen et al. manuscript submitted). This indicates that after cell death triggers the inflammatory response, the recruitment of monocytes and neutrophils are controlled by different mechanisms. Also surprisingly, neutrophilic inflammation to a microbial stimulus, yeast zymosan, was not reduced in mice lacking the IL-1R (Chen et al. manuscript submitted). This indicated that in some situations, the acute inflammatory response to microbial components and dead cells can be controlled by different mediators.

In addition to IL-1, it is likely that other proinflammatory cytokines play important roles in the inflammatory response to dead cells. E.g., TNFα and IL-6 play major roles in many sterile inflammatory responses, e.g. rheumatoid arthritis (95) and systemic-onset juvenile idiopathic arthritis (96), respectively. These and many other cytokines and mediators could well play major roles in death-induced inflammation. However, the role of these various factors in responses to dead cells has not been specifically examined or quantified.

The dark side of sterile inflammation: collateral damage to normal tissues – Therapeutic implications

While the inflammatory response plays important roles in protecting the host and repairing tissues, it can also damage normal tissues. Molecules generated to kill microbes, such as reactive oxygen species and proteases, leak from live and dying leukocytes and kill normal
cells. These and other mediators that are generated can also cause the host significant pain and disability. Thus for the host, inflammation is a “double-edged sword”.

The “cost-benefit” ratio of the negative to positive effects of inflammation varies with the situation. In an infection, the collateral damage to normal tissues may be a small price to pay to contain a potentially dangerous microorganism as rapidly as possible. However, in situations where there is sterile tissue injury, inflammation is more costly to the host and in some settings may actually do more harm than good. This is illustrated in experimental models of acute myocardial infarctions and in toxic damage to the liver where tissue damage is substantially reduced by the depletion of neutrophils (97, 98) or blocking the mediators that lead to their accumulation (31, 61). There is similar evidence that wound healing is actually prolonged by neutrophilic inflammation (99). Thus, in a number of acute settings, the neutrophil component of sterile inflammation may be particularly detrimental.

However, tissue damage from inflammation is not only limited to acute responses and neutrophils. Macrophage rich chronic inflammatory infiltrates can also damage normal tissues and this is thought to underlie the pathogenesis of many chronic diseases, e.g. atherosclerosis, autoimmune diseases, chronic obstructive lung diseases and Alzheimer’s disease. There are a number of sterile processes that can stimulate such chronic responses including ones, such as sunburn (in SLE) or cigarette smoke (in COPD), in which cell death causes or contributes to the inflammatory response. Thus the ongoing inflammatory response to sterile cell death may cause disease.

In those settings where inflammation to dying cells does more harm than good it would potentially be useful to block these responses therapeutically. It would be most attractive if this could be done in ways that don’t generally compromise host defense against infections or interfere with the healing process. This might be achieved if it were possible to selectively inhibit inflammation to sterile dead cells. Such selective inhibition might be achieved by neutralizing the cellular triggers of inflammation that are released from dead cells or inhibiting the receptors that sense them. This is one of the reasons why it’s important to elucidate these molecules and identify the most important ones.

Another potential therapeutic strategy might be to inhibit only the neutrophilic component of this response, ideally without blocking effective responses to microbes. This might be achieved by blocking the inflammatory mediators that are needed to recruit neutrophils to the site of injury. That this might be possible and beneficial is shown in experiments where liver damage was induced and the IL-1 receptor pathway was blocked (Chen et al. manuscript submitted). In this situation, neutrophilic inflammation was inhibited and the ensuing liver damage was markedly reduced. Under these same conditions, monocyte recruitment was much less affected and neutrophil recruitment to at least one microbial stimulus was normal (Chen et al. manuscript submitted). Moreover, blocking IL-1R function in humans has not been associated with infectious complications(100). Thus, it might actually be possible to selectively block neutrophilic inflammation to tissue damage under conditions that preserves host defense functions to microbes.

Beyond inflammation: cell death and adaptive immune responses

In addition to stimulating inflammation (an innate immune response), dying cells may also provide signals that help mobilize adaptive (lymphocyte) immunity to antigens present in the affected tissue. This notion was first conceived on theoretic grounds and termed the “danger hypothesis” (7). This hypothesis proposed that the adaptive immune system evolved to recognize cell death as a potentially dangerous situation and that this recognition would promote immune responses to antigens associated with the site of injury. To understand this idea, it is necessary to first discuss how T cell immune responses are initiated.
The first step in the initiation of a T cell immune response occurs when dendritic cells acquire antigen from the local environment. These cells then hydrolyze the antigen into peptides some of which are displayed on their surface bound to MHC molecules (101). The dendritic cells then migrate into secondary lymphoid organs when they interact with T cells (102). T cells are then stimulated when they recognize their specific antigenic peptide bound to an MHC molecule on the dendritic cell. However, this recognition is insufficient to productively activate the T cell and by itself may actually tolerize (inactivate) the lymphocyte (103). To become fully activated the T cell must also receive other co-stimulatory signals from the dendritic cell and these second signals are only provided if the dendritic cells have previously been stimulated in certain ways (104).

One of the important signals that can activate dendritic cells to become immunostimulatory are microbial molecules that engage receptors like the TLRs (105) (19). Through this mechanism, T cell responses will only be generated in response to a potential threat, such as an infection, and not to other innocuous situations. In addition, the danger hypothesis proposed that dying cells also provide immunostimulatory signals (“danger signals”) and that this could explain how T cell responses were generated to cellular components in transplants, cancers and autoimmunity in the absence of infection (7). Subsequent studies showed that dead cells could indeed activate dendritic cells and promote the generation of T cells response to associated antigens (106, 107).

Cells contain multiple danger signals that are released upon death and disintegration of the plasma membrane (7, 39). Whether these molecules are the same ones that stimulate inflammation is not clear but is certainly possible. Uric acid in the form of MSU was shown to be one of the endogenous cellular components capable of activating dendritic cells and promoting CD8 T cell responses to cell-associated antigens (39). In addition, there is also evidence that HMGB1 can also function as a danger signal that could induce DC maturation in vitro and promote antitumor immunity in vivo (108). HSP have also been postulated to have immune stimulating activities in vitro and promote antitumor immunity in vivo (108). HSP have also been postulated to have immune stimulating activities in vitro and promote antitumor immunity in vivo (108). HSP have also been postulated to have immune stimulating activities in vitro and promote antitumor immunity in vivo (108). HSP have also been postulated to have immune stimulating activities in vitro and promote antitumor immunity in vivo (108).

These danger signals when released can help promote the generation of CD4 and CD8 T cell responses to immunogenic antigens that are present in or around the dying cells. This provides an additional surveillance mechanism to detect pathological processes and recruit specialized defenders to reinforce the initial innate defenses of the inflammatory response. Such adaptive responses are important for host defense against microbes and tumors. However, this process also has potential downsides. As with inflammation, the adaptive immune response may cause collateral damage. Moreover, the release of both antigens and danger signals may lead to the initiation of autoimmune disease in those individuals that are not fully tolerant to self antigens (106, 111, 112). Furthermore, this process may also contribute to the initiation of cellular rejection mechanisms against organ transplants (106, 111).

**Conclusions**

It is clear that when cells die they set in motion a number of important processes. One is the rapid recruitment of innate immune components from the blood as part of a process we recognize as inflammation. Another parallel process is the mobilization of highly specific T and B cell defenses from more distal sites. In this manner this is a rapid but indiscriminate response followed more slowly by one that is much more highly specific. This helps to ensure adequate host defense. These responses induced by cell injury are double-edged
swords. On the one hand they protect and help heal injured tissues, while on the other hand they can cause significant damage and disease. The signals that drive these sterile inflammatory and adaptive immune response are normally concealed in the interior of cells and released when cells loses integrity of their plasma membrane. The host then recognizes the release of these normally hidden self molecules and initiates responses. There has been progress in identifying some these signals and their potential modes of action. Nevertheless there still remains much to be learned about the role and mechanism of action of these factors as well as others that are almost certainly waiting to be discovered.

Future Issues

1. How many intracellular molecules have the capacity to trigger inflammation?
2. Which of these molecules are the most important?
3. Do different cells have different intracellular proinflammatory molecules? Do different conditions lead to the release of different intracellular mediators?
4. Do these various molecules all do the same thing or subserve different functions?
5. What are the pathways and receptors that are activated by the cellular proinflammatory molecules?
6. What are the key mediators that ultimately drive the various components of the sterile inflammatory response?
7. Are the “danger signals” that stimulate inflammation the same or different from the ones that stimulate adaptive immune responses?
8. Can the inflammatory response to tissue injury be selectively inhibited without compromising host defense and/or healing? What are the molecules and pathways that can be targeted for therapeutic intervention?
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Figure 1.
Acute inflammation induced by cell death. (A) Normal myocardium showing the expected absence of leukocytes. (B) Infarcted myocardium showing neutrophils surrounding dead cardiac myocytes. 40X magnification.
Figure 2.
Responses to different forms of cell death. Cells undergoing necrosis lose membrane integrity and leak their intracellular components some of which serve as danger signals that stimulate inflammation. Apoptotic cells may not stimulate inflammation if they are ingested by phagocytes before they release their intracellular contents. Moreover, during this process apoptotic cells can stimulate phagocytes to produce anti-inflammatory cytokines. However, if the apoptotic cells are not cleared rapidly they release danger signals when they proceed into secondary necrosis.
Figure 3.
Examples of cellular receptors that sense infection and cell death. TLR detect infections by recognizing microbial molecules that are structurally different from mammalian ones (distinguishing self from nonself). In addition, there is emerging evidence that they can recognize certain autologous molecules that are normally hidden intracellularly (“hidden self”) but are released when cells die. Once stimulated TLR lead to the activation of the transcription factor NFκB and sometimes IRF3 which then turn on many of the key components of the inflammatory response. The danger signal MSU stimulates a pathway that contains the intracellular Nod-like receptor NALP3 and results in the production of the proinflammatory cytokine IL-1.
Figure 4.
Proinflammatory molecules released from dying cells. Cells contain a number of different danger signals that can potentially stimulate inflammation through different mechanisms. Some of these signal are intracellular molecules that trigger inflammation by directly stimulating cells to make proinflammatory cytokines. Others work by generating proinflammatory mediators from extracellular components such as the extracellular matrix and complement.
Table 1

Cellular molecules with intrinsic proinflammatory activity.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Cellular distribution</th>
<th>Release from dead cells</th>
<th>Proinflammatory in vitro</th>
<th>Proinflammatory in vivo</th>
<th>Neutralization reduces inflammation in vivo</th>
<th>Putative receptor</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Purified molecule proinflammatory in vivo</td>
<td></td>
</tr>
<tr>
<td>HMGB1</td>
<td>All cells</td>
<td>Necrosis (not apoptosis)</td>
<td>Chemotaxis (113)</td>
<td>Cytokine induction (51)</td>
<td>Macrophage activation (51) DC activation (108)</td>
<td>Liver injury (31) (32) Sepsis (116) endotoxin induced lung injury (117) arthritis (118) RAGE (82) TLR2&amp;4 (32, 83)</td>
</tr>
<tr>
<td>Uric acid (MSU)</td>
<td>All cells</td>
<td>Necrosis &amp; Apoptosis</td>
<td>monocytes/macrophages</td>
<td>induction (93) DC</td>
<td>activation (39)</td>
<td>ND</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>DC activation (120)</td>
<td>Neutrophil activation (121)</td>
<td>TLR2&amp;4 (91) NOT TLR2&amp;4 (92) CD14 (119)</td>
</tr>
<tr>
<td>nucleosomes</td>
<td>All cells</td>
<td>Secondary necrosis</td>
<td>cytokine induction (47)</td>
<td>DC activation (121)</td>
<td>Neutrophil activation (122) DC maturation (120)</td>
<td>ND</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>lymphocyte necrosis induction (122)</td>
<td>Not specified</td>
</tr>
<tr>
<td>Chromatin/DNA</td>
<td>All cells</td>
<td>Necrosis &amp; Apoptosis</td>
<td>DC maturation and</td>
<td>Macrophage activation</td>
<td>unknown in normals; Yes, in chromatin-autoimmune complexes in SLE patients</td>
<td>TLR9 (with BCR or Fc receptor) (90, 124)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>macrophage activation</td>
<td>(123) B cell and DC</td>
<td>maturation and migration (123)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(123) B cell and DC</td>
<td>activation informs of</td>
<td>chromatin-IgG complex (90, 124)</td>
<td></td>
</tr>
<tr>
<td>HSP (HSP70, HSP60, gp96)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HSP70</td>
<td>All cells</td>
<td>Necrosis, some in apoptosis (125)</td>
<td>Nitric oxide production (126)</td>
<td>Cytokine induction (127)</td>
<td>DC maturation (49)</td>
<td>tumor immunogenicity enhancement (109) CD14 (127) CD91 (128) LOX-1 (129)</td>
</tr>
<tr>
<td>HSP60</td>
<td>All cells</td>
<td>Necrosis, some in apoptosis (125)</td>
<td>Cytokine induction (130)</td>
<td>Macrophage and DC</td>
<td>activation (49)</td>
<td>ND</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>activation (49)</td>
<td></td>
<td>TLR4 (84) TLR 24 (88) CD14 (131)</td>
</tr>
<tr>
<td>gp96</td>
<td>All cells</td>
<td>Necrosis, some in apoptosis (125)</td>
<td>Nitric oxide production (126)</td>
<td>DC maturation (49)</td>
<td>DC maturation and migration (132)</td>
<td>ND</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>TLR 24 (133) CD91 (128) SREC-1 (134) Scavenger receptor class A (135)</td>
</tr>
<tr>
<td>Factor</td>
<td>Cellular distribution</td>
<td>Release from dead cells</td>
<td>Proinflammatory in vitro</td>
<td>Proinflammatory in vivo</td>
<td>Purified molecule proinflammatory in vivo</td>
<td>Neutralization reduces inflammation in vivo</td>
</tr>
<tr>
<td>-----------------</td>
<td>-------------------------------</td>
<td>-------------------------</td>
<td>--------------------------</td>
<td>-------------------------</td>
<td>------------------------------------------</td>
<td>---------------------------------------------</td>
</tr>
<tr>
<td>Galectins</td>
<td>Leukocytes and endothelium (136)</td>
<td>ND</td>
<td>chemotaxis and leukocyte activation (43), DC maturation (137)</td>
<td>Monocyte Recruitment (galectin3 (44))</td>
<td>ND</td>
<td>ND</td>
</tr>
<tr>
<td>Thioredoxin</td>
<td>All cells</td>
<td>ND</td>
<td>cytokine induction (45)</td>
<td>Chemotaxis on leukocytes (46)</td>
<td>ND</td>
<td>ND</td>
</tr>
<tr>
<td>S100 proteins</td>
<td>Leukocytes, keratinocytes and epithelium (53)</td>
<td>ND</td>
<td>cytokine induction and chemotaxis (51, 52)</td>
<td>ND</td>
<td>ND</td>
<td>RAGE for S100A12 (51) and S100B (138)</td>
</tr>
<tr>
<td>Cathelicidins</td>
<td>Variety of cell types, abundant in neutrophils</td>
<td>ND</td>
<td>chemotaxis (54)</td>
<td>ND</td>
<td>ND</td>
<td>formyl peptide receptor-like 1 (54)</td>
</tr>
<tr>
<td>Defensins</td>
<td>Leukocytes predominantly in Neutrophils, Paneth cells (human)</td>
<td>ND</td>
<td>chemotaxis (56), DC maturation (110)</td>
<td>ND</td>
<td>ND</td>
<td>CCR6 (56), TLR4 (110)</td>
</tr>
<tr>
<td>Adenosine and ATP</td>
<td>all</td>
<td>Necrotic</td>
<td>IL-1 secretion (28), Chemotaxis (139)</td>
<td>ND</td>
<td>ND</td>
<td>P1, P2X and P2Y receptors (140)</td>
</tr>
<tr>
<td>Mitochondrial peptides bearing the N-formyl group</td>
<td>All</td>
<td>Necrotic</td>
<td>chemotaxis (57)</td>
<td>Neutrophil recruitment (58)</td>
<td>ND</td>
<td>FPR and FPRL1 (141)</td>
</tr>
</tbody>
</table>
Table II

<table>
<thead>
<tr>
<th>Factor</th>
<th>Proinflammatory in vitro</th>
<th>Proinflammatory in vivo</th>
<th>Putative receptor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fibrinogen</td>
<td>neutrophil adherence to vascular blood clots (142) cytokine(143) and chemokine(85)</td>
<td>ND</td>
<td>CD11b/CD18 (142, 143) TLR4(85)</td>
</tr>
<tr>
<td>Collagen derived peptide</td>
<td>chemotaxis for fibroblasts, neutrophils and monocytes(71) (72, 73)</td>
<td>synthetic N-acetyl-PGP induces PMN infiltration in cornea (144) or lung (72)</td>
<td>CXCR2 (for PGP) (72)</td>
</tr>
<tr>
<td>Elastin derived peptide</td>
<td>chemotaxis for neutrophil and monocyte(78, 145)</td>
<td>mAb to elastin fragments eliminates cigarette smoke induced emphysema (145)</td>
<td>Not identified</td>
</tr>
<tr>
<td>Fibronectin</td>
<td>Chemotaxis for fibroblasts, endothelial cells, neutrophils and monocytes(74-77)</td>
<td>ND</td>
<td>integrins(146)</td>
</tr>
<tr>
<td>Hyaluronic acid</td>
<td>Cytokine and chemokine release (67, 89, 147) DC maturation (89, 148)</td>
<td>In vivo administration induces expression of chemokines (67)</td>
<td>CD44 (147) NOT CD44(148) TLR4(67, 86) TLR2 but NOT TLR4(89) TLR2 and 4(149)</td>
</tr>
<tr>
<td>Heparan sulfate</td>
<td>Cytokine production (68) Macrophage activation (69) DC maturation(70, 87)</td>
<td>ND</td>
<td>TLR4(87)</td>
</tr>
<tr>
<td>Laminin derived peptide</td>
<td>Induction of MMP-9 production and release in leukocytes and chemotaxis for inflammatory cells (150)</td>
<td>ND</td>
<td>Not identified</td>
</tr>
</tbody>
</table>