Chemical shift tensors: Theory and application to molecular structural problems
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1. The chemical shift tensor

Perhaps the most important discovery after the successful detection of the NMR signal was the observation that nuclear resonance frequencies depend on the chemical or electronic environment of the nuclei [1,2], or as Ramsey states in his landmark papers [3,4] of 1950: “In measurements of nuclear magnetic moments, a correction must be made for the magnetic field arising from the motions of the molecular electrons which are induced by the externally applied field.” Ramsey realized that corrections using only Lamb’s diamagnetic theory were inadequate for molecules, because in molecules there are additional shielding contributions arising from the second order paramagnetism. To address this problem he developed the necessary theoretical framework to explain and eventually to calculate the “chemical effect”, which would become the chemical shift commonly used now for structural elucidation. The calculation of the second order paramagnetic contribution to the shielding using perturbation theory has been a challenge to theoreticians for more than fifty years. The progress in this field is reported annually by Jameson and de Dios in the Annual Reviews in NMR Spectroscopy Series [5]. The complete list of review articles published in the literature is not listed here, but for reference purposes we may note recently published reviews and books on the subject [6–9].

The formal properties of the magnetic shielding are discussed below, but it is important to understand that while many scientists think about the chemical shift or magnetic shielding as a number associated with each resonant nucleus, in reality the shielding is a tensor quantity. This means that the screening of the external magnetic field by the electron density of the molecule depends on the relative orientation of the external magnetic field and the molecule; therefore, the shielding phenomena has to be described by a tensor instead of a scalar number. This can be easily observed when recording the NMR spectra of solids. For single crystal samples, where the relative orientation of the molecules with respect to the external magnetic field can be macroscopically controlled by changing the orientation of the crystal with respect to the external field, the orientation dependence can be observed in the change of the position of the resonance lines of the NMR spectra as the crystal is rotated around the magnetic field. In Fig. 1, we present an example of this behavior showing the large differences in the $^{13}$C NMR spectra of a single crystal spectra of 1,3,5-trihydroxybenzene at different orientations.

While studies on single crystals provide complete information of the chemical shift tensor, these experiments are quite cumbersome and have been performed on a very limited number
of compounds. Nevertheless the collection of single crystal measurements in sugars and polycyclic aromatic compounds measured by Grant and co-workers at Utah remain one of the most comprehensive and precise benchmark data for shielding calculations in solids [10–21]. Most of the NMR studies [22] are performed on disordered samples where the dependence of the shielding with respect to the orientation of the external magnetic field results in the characteristic powder patterns for solids and narrow single lines for liquids, shown in Fig. 2. The powder patterns originate in the superposition of resonances corresponding to molecules randomly orientated in the sample while the narrow lines are a consequence of the rapid motional averaging in the liquid phase. A complete description of these spectra and how to extract the chemical shift information from them can be found in Ref. [22]. For samples in liquids only the isotropic value of the tensor can be measured. For disordered samples it is possible to obtain the principal components of the tensor; however, except for the cylindrically symmetric case, top spectra in Fig. 2, these patterns do not provide any information on the orientation of the principal axis of the shielding tensor in the molecular frame, which has to be inferred using other methods. Calculations of the shielding tensors have become the most common method for this determination.

There is a considerable lack of consistency in the literature about the use of the terms “chemical shift” and “shielding.” The shielding or more properly the magnetic shielding is the tensor that describes the relative change in the local magnetic field at the nucleus position relative to the external magnetic field. This change in the local magnetic field, which originates in the interaction of the electron cloud with the external magnetic field, can produce shielding or de-shielding of the nucleus. In the first case the local magnetic field is increased with respect to the external field, while in the second case the local field is decreased. In general, shielding effects are associated with diamagnetic effects from spherical charge distributions, while de-shielding effects are associated with a non-spherical charge distribution originating from \( p \) or higher angular momentum electrons. When experiments are performed at a constant magnetic field, as it is normally done in modern NMR spectrometers, a shielding effect results in a shift of the resonance to a higher frequency, while a de-shielding effect will result in a lower resonance frequency. For historic reasons associated with the early use of fix-frequency/variable field spectrometers, it is still common practice today to associate shielding with the term “up-field shift” and de-shielding with “down-field shift.” New IUPAC (International Union of Pure and Applied Chemistry) recommendations for reporting chemical shifts and magnetic shielding have been published recently by Harris et al. [24].

In practice, NMR experiments do not measure the shielding directly, instead the common practice is to measure the chemical shifts as the change of resonance frequency of a nucleus relative to a given standard. Moreover, for historic reasons it is customary to reverse the frequency scale, i.e. nuclei more shielded than the standard are considered to have positive chemical shifts and those less shielded negative ones.

The formal relation between the chemical shift and shielding tensors is given by:

\[
\delta = 1\mathbf{I} \sigma_{\text{iso}} - \sigma,
\]

where \( \delta \) is the chemical shift tensor, \( \sigma \) is the shielding tensor, \( \mathbf{1} \) is the unit matrix and \( \sigma_{\text{iso}} \) is the isotropic value or trace of the shielding tensor of the standard reference used in the NMR experiments. The determination of the values of \( \sigma_{\text{iso}} \), usually known as absolute chemical shift, is quite difficult and involves the determination of the paramagnetic contribution to the shielding using its relationship with the spin rotational constant and the calculation of the corresponding diamagnetic part using quantum mechanical methods [25]. The procedure for selecting primary and secondary reference compounds has been discussed extensively by
Jameson and Mason in Chapter 3 of Ref. [26]. The absolute shielding values have to be corrected for vibrational averaging, bulk magnetic susceptibility, temperature, etc. and later related to secondary standards that can be easily used in NMR measurements. Some examples of absolute shieldings for commonly used reference compounds are given in Table 1.

1.1. Symmetry properties of the shielding tensor

The formal definition of the components of the shielding tensor is:

\[
\sigma_{\alpha\beta} = \frac{\partial^2 E}{\partial \mu_{\alpha} \partial B_{\beta}}, \tag{2}
\]

where \( E \) is the total electronic energy of the molecule; \( B \) is the external magnetic field and \( \mu \) is the magnetic moment of the nucleus of interest. There are two important observations that can be made from Eq. (2).

i. The shielding tensor is an antisymmetric tensor because exchanging the sub indices \( \alpha \) and \( \beta \) in Eq. (2) leads to a different quantity. Note that this permutation exchanges the components of the magnetic moment \( \mu \) and magnetic field \( B \), with respect to which the derivative of the energy is calculated, i.e.

\[
\sigma_{\alpha\beta} = \frac{\partial^2 E}{\partial \mu_{\alpha} \partial B_{\beta}} = \frac{\partial^2 E}{\partial B_{\beta} \partial \mu_{\alpha}} \neq \frac{\partial^2 E}{\partial \mu_{\beta} \partial B_{\alpha}} = \sigma_{\beta\alpha}. \tag{3}
\]

This property of the tensor should not to be confused with the fact that the first order response function to the shielding interaction, i.e. the NMR spectrum, is sensitive only to the symmetric part of the tensor and that the antisymmetric components contribute only to the second order response, i.e. the relaxation of the spin magnetization [27–29].

ii. When using perturbation theory for the expansion of the molecular energy in powers of the external magnetic field and the nuclear magnetic moment, the shielding tensor components can be identified as the coefficients in the expansion that are bilinear terms in the nuclear magnetic moment and the external magnetic field.

The shielding tensor, when expressed in an arbitrary Cartesian frame, \( x, y, z \), fixed to the molecule has nine independent components. This number may be reduced by choosing a reference system that reflects the symmetry of the molecule. The independent components of the shielding tensor for different point group symmetries at the nucleus under consideration are given in Table 2 [30]. Note that the diamagnetic contribution to the shielding tensor is a symmetric quantity, a fact that will become apparent when we develop the perturbation expansions for the shielding tensors.

2. Theory of the magnetic shielding tensor

To obtain exact expressions for the calculation of shieldings using the non-relativistic Born–Oppenheimer approximation, it is necessary to include the vector potential representing the external magnetic field and the dipolar field from the magnetic moment of the nucleus in the electronic Hamiltonian [31]. In electromagnetic theory the magnetic field is included in the Hamiltonian as the curl of the vector potential \( A \). This vector potential is not unique, because the addition of the gradient of any continuously differentiable scalar function produces the same magnetic field. This follows from the fact that the curl of the gradient is...
zero. This no uniqueness leads to a degree of freedom in the formulation of electrodynamics, or gauge freedom, and requires choosing a gauge. In the gauge of Coulomb [31] the vector potential defining these fields at the position of the electron $k$ can be written as:

$$A_k(r) = \frac{1}{2} B \times r_k + (\mu_n \times r_{nk})/r_{nk}^3, \quad (4)$$

where the standard notation is used, the origin of the vector potential is at the position $O$ and $r_k$ and $r_{nk}$ are defined according to Fig. 3. Note that for simplicity we are considering that only one nucleus in the molecule has a non-zero magnetic moment.

Following the standard procedures for the inclusion of magnetic interactions into the electronic Hamiltonian [31], the full electronic Hamiltonian in the presence of the external and dipolar magnetic fields becomes:

$$H = \frac{1}{2} \sum_k \left[ \frac{1}{i} \nabla_k - \frac{1}{c} A_k(r) \right]^2 + V(r_k), \quad (5)$$

where $V(r)$ is the scalar potential, which in the case of molecules include all the Columbic integrations between the electrons and the nuclei and $r$ is the position of the $k$ electron from an arbitrary origin. Using the properties of the gauge of Coulomb, i.e. $\nabla \cdot A = 0$, the expansion of this Hamiltonian beyond zero order leads to six terms of which only three are relevant to the calculation of shieldings. These terms are:

$$H^{(1,0)}_{\alpha} = -\frac{i}{2c} \sum_k L_k\alpha - \frac{i}{2c} \sum_k (r_k \times \nabla_k)\alpha, \quad (6)$$

$$H^{(0,1)}_{\alpha} = -\frac{i}{c} \sum_k L_{nk\alpha} = -\frac{i}{2c} \sum_k r_{nk} \times \nabla_k \alpha, \quad (7)$$

$$H^{(1,1)}_{\alpha\beta} = \frac{1}{c^2} \sum_k \left( \frac{r_k \cdot r_{n\alpha} \delta_{\alpha\beta} - r_{nk} \cdot r_{n\beta}}{r_{nk}^3} \right), \quad (8)$$

where $L_{k\alpha}$ and $L_{nk\alpha}$ are the angular momentum of the electron $k$ with respect to the origin of coordinates and to the nucleus $N$, respectively. If we restrict our analysis to closed shell molecules, for which the electronic ground state is of the $\Sigma$ type, the expansion of the Hamiltonian at order 1 in the magnetic field and nuclear magnetic moment, $H^{(1,0)}$ and $H^{(0,1)}$, respectively have zero contribution to the energy using first order Rayleigh-Schrödinger (RS) perturbation theory. This leaves no other terms of order $1/c$ contributing to the shielding. The third term, $H^{(1,1)}$, gives a non-zero contribution using first order RS perturbation theory that is proportional to $1/c^2$. A second contribution of order $1/c^2$ can be obtained, at second order, from the cross term between $H^{(1,0)}$ and $H^{(0,1)}$. Using the definition of shielding given by Eq. (2), we can identify the diamagnetic and paramagnetic contributions to the shielding as these two first and second order terms in the RS perturbation expansion. The final expressions for the diamagnetic and paramagnetic contributions are given by:

$$c^{d}_{\alpha\beta}(O) = \frac{1}{2c^2} \left( \psi_0 \left( r_k \cdot \delta_{\alpha\beta} - r_{nk} \cdot r_{n\beta} \right) r_{nk}^{-3} \left| \psi_0 \right> \right), \quad (9)$$
We have thus indicated explicitly that Eqs. (9) and (10) are valid when the origin of the vector potential is at the position \( O \). The sum in Eq. (10) is over all the exited states of the molecule; however, before discussing methods for practical evaluation of Eqs. (9) and (10) it is important to understand the behavior of the diamagnetic and paramagnetic terms under translation of the coordinate origin. As shown by Eqs. (9) and (10), both terms exhibit an explicit dependence on the origin of coordinates used in the calculations. Using the notation of Fig. 3 we can calculate the effect of a translation of the origin of coordinates on the diamagnetic and paramagnetic contribution by using the following replacements

\[
\begin{align*}
\mathbf{r}_{\alpha} &= \mathbf{r}'_{\alpha}, \\
\mathbf{r} &= \mathbf{r}' + \mathbf{R}_O
\end{align*}
\] (11)

in Eqs. (9) and (10) to obtain the expressions for \( \sigma^d \) and \( \sigma^p \) in the new coordinate system with origin in \( O' \). For the diamagnetic components we obtain:

\[
\sigma^d_{O'O}(O)=\frac{1}{2c^2} \int \psi_0 \left( \mathbf{r}'_{\alpha} \cdot \mathbf{r}_{\beta} \delta_{\alpha\beta} + \mathbf{R}_O \cdot \mathbf{r}_{\alpha} \delta_{\alpha\beta} - \mathbf{r}_{\alpha} \cdot \mathbf{r}_{\beta} - \mathbf{R}_O \cdot \mathbf{r}_{\beta} \right) \mathbf{r}_{\alpha\beta}^3 \psi_0
\] (12)

which becomes

\[
\sigma^d_{O'O}(O)=\sigma^d_{O'O} + \frac{\mathbf{R}_O}{2c^2} \left( \frac{\mathbf{r}_{\alpha\beta}^3}{\mathbf{r}_{\alpha\beta}^3} \right) \left( \psi_0 \left| \mathbf{r}_{\alpha\beta}^3 \right| \psi_0 \right) \delta_{\alpha\beta} - \mathbf{R}_O \left( \psi_0 \left| \mathbf{r}_{\alpha\beta}^3 \right| \psi_0 \right). \] (13)

The same replacements can be done for the paramagnetic contribution

\[
\sigma^p_{O'O}(O)=\frac{-1}{2c^2} \sum_n \frac{1}{E_n - E_0} \langle \psi_0 | (\mathbf{r}'_{\alpha} + \mathbf{R}_O \times \nabla)_{\alpha} | \psi_n \rangle \langle \psi_n | L_{\alpha\beta} \mathbf{r}_{\alpha\beta}^3 | \psi_0 \rangle + \text{C.C.} \] (14)

which becomes

\[
\sigma^p_{O'O}(O)=\sigma^p_{O'O} + \left( \frac{-1}{2c^2} \sum_n \frac{1}{E_n - E_0} \langle \psi_0 | (\mathbf{R}_O \times \nabla)_{\alpha} | \psi_n \rangle \times \left( \psi_n \left| \mathbf{r}_{\alpha\beta}^3 \right| \psi_0 \right) + \text{C.C.} \right). \] (15)

At this point of the derivation it is crucial to assume that we are working with the exact solution of the Schrödinger equation, therefore the \( | \psi \rangle \) form a complete set for which the virial relationship:

\[
(E_n - E_0) \langle \psi_0 | \psi_n \rangle = \langle \psi_0 | \nabla | \psi_n \rangle \] (16)

holds exactly. Note that this relationship is also true for any variational solution of the Schrödinger equation in a complete Hilbert space [32], making the shielding calculations gauge invariant for any variational wave function in a complete Hilbert space.

Using Eq. (16) it is possible to eliminate the energy denominator in Eq. (15) as
\[ \sigma_{\text{pp}}^p(O) = \sigma_{\text{pp}}^p(O') + \left( \frac{-1}{2e^2} \sum_n \left[ (\mathbf{R}_n' \times \langle \psi_0 | \mathbf{r}_n' | \psi_n \rangle) \mathbf{\nabla}_n + \langle \psi_0 | (\mathbf{r}_n' \times \mathbf{\nabla}_n) \mathbf{r}_n' | \psi_n \rangle \right] + \text{C.C.} \right) \] (17)

using of the closure relationship \( \Sigma_{i\neq j} \psi_{i\neq j} \langle \psi_{i\neq j} | = 1 \) and that the commutator \([\mathbf{r}, \mathbf{\nabla}] = -1\) can be written as:

\[ \sigma_{\text{pp}}^p(O) = \sigma_{\text{pp}}^p(O') \right) - \frac{\mathbf{R}_n'}{2e^2} \left( \left[ \mathbf{\nabla}_n + \mathbf{\nabla}_n' \right] \langle \psi_0 | \mathbf{r}_n' | \psi_0 \rangle - \langle \psi_0 | \mathbf{r}_n' | \psi_0 \rangle \right) \delta_{n \neq n'} + \mathbf{R}_n' \delta_{n \neq n'} \left( \langle \psi_0 | \mathbf{r}_n' | \psi_0 \rangle - \langle \psi_0 | \mathbf{r}_n' | \psi_0 \rangle \right). \] (18)

There are several important observations that can be derived from Eqs. (13) and (18).

i. The total shielding, i.e. the sum of the paramagnetic and diamagnetic parts, is invariant under changes of the origin of coordinates. Note that all the terms in Eqs. (13) and (18) that depend on \( \mathbf{R}_O' \) cancel each other in the sum of the two expressions. In the language of electromagnetic interactions this is equivalent to saying that the shielding tensor is invariant under gauge transformations that preserve \( \mathbf{\nabla} \cdot \mathbf{A} = 0 \), i.e. within the gauge of Coulomb. For calculations of the shieldings in other gauges the reader can consult the work by Ferraro et al. [33].

ii. The diamagnetic and paramagnetic components depend on the origin of coordinates and their values can be changed at will by changing the relative position of the nucleus with respect to the origin of coordinates. The origin dependent contributions to the diamagnetic and paramagnetic terms are linear in the distance between the nucleus and the origin of coordinates.

iii. For exact wave functions, actually for any variational approximation of the wave function in a complete Hilbert space, the selection of the coordinate origin is inconsequential because the origin dependent terms in the diamagnetic and paramagnetic contributions are calculated exactly and they cancel each other.

iv. For atomic systems there is a natural selection for the origin of the vector potential, the position of the nucleus. For this selection it is straightforward to prove that the paramagnetic contribution is identically zero and therefore the shielding is totally diamagnetic (Lamb’s diamagnetic theory).

v. For approximate wave functions, i.e. any calculation that can be done numerically, the selection of the origin of the gauge is a serious problem because the origin dependent terms, which cancel each other in exact calculations, are calculated using different approximations with different errors and they do not cancel each other. Note that the diamagnetic contributions are calculated using the more accurate zero order perturbation theory while the paramagnetic contributions are calculated using second order perturbation, which is much more sensitive to truncation errors in the sum over the exited states. Numerical examples of the effect of changing the gauge origin in shielding calculations abound in the literature [34] and are discussed in Section 4.6.

vi. One particular selection of the origin of the gauge deserves special mention. If one chooses the origin of the vector potential at the center of mass of the molecule it is possible to prove that the paramagnetic contribution at the center of mass is proportional to the spin-rotational constant, which can be measured by microwave spectroscopy [25,35]. By measuring the spin-rotational constant and calculating the diamagnetic contribution to the shielding at the center of mass it is possible to
obtain very accurate determinations of the absolute shieldings of the nuclei in small molecules, which are used to establish absolute shielding scales.

vii. For molecules with \( C_\infty \) symmetry where the nuclei has to lie on the \( C_\infty \) axis, if we choose the origin of coordinates on the \( C_\infty \) axis, the component of the paramagnetic contribution along the axis is identically zero and therefore the shielding along the \( C_\infty \) axis is totally diamagnetic [36].

viii. Practical experience as well as theoretical derivations have demonstrated that the best results can be obtained when the gauge origin is located at the center of the electronic distribution of the molecule. This choice produces the best overall selection when the shieldings of all the nuclei in the molecule are computed from one single calculation. When only the shielding of one nucleus is required, the best choice for the origin of the vector potential is the position of the nucleus under consideration.

The theory presented above is correct within the non-relativistic approximation. This is of minor consequence when dealing with molecules including first or second row atoms, but becomes a significant problem when the molecule includes atoms beyond the third row of the periodic table. There is a great deal of literature dealing with relativistic effects on chemical shielding calculations [37–47], but there are no well-established methods that can be used routinely. Moreover, the most common approximations to take into account relativistic effects have not been implemented in the most popular software used for chemical shielding calculations. The calculation of chemical shieldings in molecules containing heavy atoms remains the realm of very specialized research groups, a situation that is changing as a consequence of the implementation of shielding calculation using the ZORA (Zeroth Order Regular Approximation to the Dirac equation) approach [48]. Recent work reporting relativistic calculations can be found in Refs. [48–68].

3. Need for shielding calculations

There are several scientific reasons to pursue research efforts in calculating shieldings; the two most common applications are:

i. Testing of quantum chemical methods.

ii. Finding correlations between measurable properties, i.e. chemical shifts, and molecular structure and environment.

The first motivation has been a driving factor for the calculation of chemical shifts for many years as quantum chemical methods to calculate electronic structure have evolved over the years and new and more powerful ones became available. Because the calculation of the electronic wave function provides little information that can be compared with experimental measurements to evaluate the quality of the predicted electronic structure, considerable effort has been devoted to calculating values from the electronic structure spectroscopic properties that can be compared with available experimental data. The great availability of experimental chemical shift information and its sensitivity to the electronic structure has always prompted great interest in their calculation by computational chemists. Numerous reviews have presented the state of the art in the field over the years and a list of the most recent ones can be found in Refs. [6,8,9,69–78].

The second motivation is a consequence of the strong sensitivity of the chemical shifts to molecular structure [79]. While the relationship between structure and chemical shift is not simple because it is mediated by the complex quantum mechanical machinery presented in the following sections of this review, the correlations are powerful. With the advent of
modern computational methods they have been used to establish the emerging field of NMR crystallography [80–89], which is discussed in Section 8.7 of this review.

The material presented in this paper is restricted to the chemical shifts and shielding calculations in diamagnetic molecules. When the molecular electronic ground state is not a singlet, i.e. there are unpaired electrons present in the sample, additional mechanisms contributing to the shielding are present. A comprehensive discussion of these mechanisms and their calculations is presented in Ref. [90].

4. Algorithms for calculation of shielding tensors

In this section we describe different schemes that can be used in practical calculations of shieldings. To avoid unnecessary complications with the gauge problem discussed above, we will discuss the perturbation schemes assuming that we are using a complete basis set. Schemes to alleviate the gauge problem when using finite basis sets are discussed later in Section 4.6. To simplify our expressions we have chosen the position of the nucleus under consideration as the origin of the vector potential. With these choices the expressions for the diamagnetic and paramagnetic terms become:

\[
\sigma_{d}^{o}(\mathbf{N}) = \frac{1}{2c^2} \left\langle \psi_0 \left| \sum_{ij} \left( \mathbf{r}_{ij} \cdot \mathbf{r}_{m} \right) \right| \psi_0 \right\rangle, \quad (19)
\]

\[
\sigma_{p}^{o}(\mathbf{N}) = -\frac{1}{2c^2} \sum_{n} \frac{1}{E_n - E_0} \left\langle \psi_0 | L_{\mathbf{r}_{m}} | \psi_n \right\rangle \left\langle \psi_n | L_{\mathbf{r}_{m}} \psi_0 \right\rangle + C.C. \quad (20)
\]

The calculation of the diamagnetic part presents no complications and can be evaluated for any kind of wave function. This only requires the computation of one electron integrals of the type \( \langle \psi_0 | 1/r | \psi_0 \rangle \), \( \langle \psi_0 | 1/r^3 | \psi_0 \rangle \) and \( \langle \psi_0 | xy/r^3 | \psi_0 \rangle \), which are readily available in most quantum chemical codes. Moreover, because the ground electronic state is less sensitive to the approximations used in its calculation it is possible to calculate the diamagnetic contribution with good accuracy, even when using modest approximations to the wave function.

The more complicated paramagnetic term requires, in principle, a knowledge of all the exited electronic states of the molecule, in which case direct evaluation of Eq. (20) is necessary. Unfortunately, the excited state wave functions are not known and a great deal of effort is necessary to obtain reliable values of the paramagnetic contribution. It is always important to calculate the paramagnetic contribution with the same accuracy as the diamagnetic contribution to achieve the greatest possible gauge invariance of the numerical results. However, this may increase the computational complexity beyond practical limits, making the evaluation of the paramagnetic contribution the limiting factor in the calculations of shieldings. Historically, better and better approximations have been feasible due to advances in computational science as well as the development of a better understanding of perturbation theory in many electron systems. In the following subsections, we review the most common approximations used in calculating the paramagnetic contribution to the shielding.

4.1. Semiempirical and empirical calculations

Semiempirical calculations of magnetic shieldings, in which the electronic Hamiltonian and the one and two electron interactions are replaced by parametric formulas, were very popular several years ago [91–93]. However, their use has declined substantially in recent
years [94–96] because they are almost as computationally intensive as DFT (Density Functional Theory) calculations using small basis sets that can produce results of equal or even better quality. For this reason the semiempirical calculations are not discussed in any detail in this review.

On the other hand, the development of fast and accurate methods to calculate $^{13}$C and $^1$H NMR chemical shifts using purely empirical models continues to be a very active area of research because these methods provide extremely fast calculations that are useful for high throughput studies. It is important to realize that the empirical methods are not an approximation of the exact formulation of the shielding; therefore, their predictive value is limited by the chemical shifts and structures used as the training set.

The literature of empirical calculation of chemical shieldings has been reviewed extensively in Refs. [97,98]. A recent application of this empirical methodology can be found in an article that describes a fast and accurate method for the prediction of $^{13}$C NMR chemical shifts using a database containing more than 2 million chemical shifts [99]. The high speed of chemical shift calculations is achieved using a simple structure description scheme based on individual atoms rather than functional groups. The approach provides accuracy comparable with other well known approaches, predicting up to 10,000 $^{13}$C chemical shifts per second with a standard deviation of 2.76 ppm. Another popular empirical method is TALOS (Torsion Angle Likeliness Obtained from Shift and Sequence Similarity), a hybrid method for predicting protein backbone torsion angles based on chemical shifts [100–102]. The TALOS approach is based on the observation that the chemical shift in proteins depends strongly on the local structure. The most recent version of this software uses data from 200 proteins and a two layer neural network. It can predict the backbone angles of 88.5% residues with a standard deviation of 5.5% [100].

4.2. Coupled Hartree-Fock perturbation theory

The Hartree-Fock (HF) approximation is the foundation for all the practical methods used to calculate shielding; therefore, we present here a careful derivation of the analytical expressions for the magnetic shielding within the HF approximation. Using the HF approximation and standard notation [103] the second order change in the molecular electronic energy, $E^{(2)}$, for a singlet perturbation $H_1$ is:

$$E^{(2)} = \sum_{i,a} \left( c_{i,a}^2 (e_i - \epsilon_i) + \sum_{j,b} c_{i,a} c_{j,b} \right),$$

where $c_{i,a}$ are the coefficients corresponding to the exited state determinants in which we have expanded the perturbed wave function as:

$$|\psi\rangle = |\psi_0\rangle + \sum_{i,a} c_{i,a} |\psi_{i,a}\rangle + \sum_{i,a \neq j,b} c_{i,a} c_{j,b} |\psi_{i \rightarrow a \rightarrow j \rightarrow b}\rangle + \cdots$$

The derivation of Eqs. (21) and (22) is beyond the scope of this review and interested readers should consult Ref. [103]. The Hartree-Fock solution for the ground state corresponds to the single determinant wave function that minimizes the electronic energy of the system, therefore to be consistent with this definition, we will require that the second order energy, $E^{(2)}$, become also a minimum with respect to changes in the expansion coefficients $c_{i,a}$. Using this condition, $\psi_i^{(2)} = 0$ in Eq. (21), we obtain the following system of linear equations to calculate the coefficients $c_{i,a}$
The second order Hartree-Fock energy can be calculated by entering the values of the $c_{i,a}$ coefficients determined from this system of linear equations, Eq. (23) into Eq. (21).

Several schemes have been develop to solve exactly or approximately the system of linear equations given by Eq. (23). The simplest approximation is to neglect all of the two electron integrals in Eq. (23), the uncoupled approximation, which leads to a very simple expression for the second order energy given by:

$$E^{(2)} = \sum_{i,a} \frac{\langle i | H_a | a \rangle \langle a | H_i | i \rangle}{E_i - E_a}$$  \hspace{1cm} (24)$$

where $i$ and $a$ are the indices referring to occupied and exited states, respectively. Direct use of Eq. (24) is problematic because the Hartree-Fock orbital energies for the unoccupied orbitals, $e_a$, are always too high. Therefore, even when using uncoupled schemes it is necessary to take into account the repulsion integrals $\langle ia|ia\rangle$ to correct for this deficiency in the orbital energies of the unoccupied orbitals. With this correction Eq. (24) becomes:

$$E^{(2)} = \sum_{i,a} \frac{\langle i | H_a | a \rangle \langle a | H_i | i \rangle}{E_i - E_a + \langle a|a\rangle}$$  \hspace{1cm} (25)$$

The practical application of Eq. (25) to the calculation of the paramagnetic contribution of the shielding can be accomplished by replacing $H_i$ by the appropriate operators given by Eqs. (6) and (7) and by expanding the molecular orbitals, $|i\rangle$, in a linear combination of atomic orbitals. In general the uncoupled approaches have been less than successful, but many semiempirical theories of the shieldings have been developed by further simplification of Eq. (25). These semiempirical theories assume than only the first term in Eq. (25) makes a significant contribution to the shielding and that the excitation energies in the denominator can be replaced by an average value. Therefore, the sum over the exited states in Eq. (25) is replaced by a quantity solely dependent of the electronic ground state in the numerator divided by the average excitation energy. These two quantities are usually treated as semiempirical parameters fitted to experimental data. By eliminating the sum over states these empirical theories provide very compact expressions for the semi qualitative analysis of the shieldings [104] but they have relative low predictive capabilities.

The next step in complexity for the calculation of the shielding is to solve the system of Eq. (23) including all of coupling terms. This takes into account the change in the average Hartree-Fock potential induced by the external perturbation and the consequent change in the electronic distribution. This physical interpretation has been used as a reason for solving the system of Eq. (23) in an iterative fashion, solving first the uncoupled problem, using its solution to calculate the correction terms in Eq. (23) and iterating thereafter until convergence. This procedure is commonly named Coupled Hartree-Fock (CHF) and its working equations are given by:

$$c^{(n+1)}_{i,a} = \frac{\langle i | H_a | a \rangle}{E_a - E_i} - \frac{1}{E_a - E_i} \sum_{j,b} S_{ia,jb} c^{(n)}_{j,b}$$  \hspace{1cm} (26)$$

where $n$ indicates the order of the iteration and $S_{ia,jb}$ is given by:
Note that $S_{ia,jb}$ is independent of the perturbation and depends only on the properties of the Hartree-Fock electronic ground state. The iterative procedure prescribed by Eq. (26) converges if all the eigenvalues of $S_{ia,jb}$ are $<$1 in absolute value. In contrast with the serious problems encountered in solving these equations for the calculation of $J$ couplings [105], the convergence of the CHF equations for shielding calculations is usually satisfactory.

It is also possible to express the CHF equations in the language of the polarization propagator approach or linear response theory by introducing the inverse of the polarization propagator, $P$.

\[
P^{-1}_{ia,jb} = (e_i - e_a)\delta_{ij}\delta_{ab} + 4\langle ia|jb\rangle - \langle ab|ij\rangle. \tag{28}
\]

Using the definition of $P^{-1}$ in Eq. (28) it is possible to express the second-order contribution to the electronic energy as:

\[
E^{(2)} = \sum_{ia,jb} \langle i|H_1|a\rangle P_{ia,jb} \langle b|H_1|j\rangle. \tag{29}
\]

There are several relevant features of Eq. (29) that are important to discuss.

i. The propagator $P$ depends only on quantities which are known from the Hartree-Fock calculations (see Eq. (28)).

ii. Once the polarization propagator $P$ has been calculated by inverting $P^{-1}$, it is possible to calculate any second-order property depending on it by using Eq. (29). The reader should note that the calculation of $P^{-1}$ and its inversion are computationally very expensive, while the evaluation of Eq. (29) represents a trivial amount of computational effort.

iii. An alternative solution, commonly named SOS/2, for Sum-Over-States/2, consists of expressing the second order energy as an explicit sum over states similar to the exact expression given by the RS perturbation theory. Within this approach, $P^{-1}$ is constructed according to Eq. (28), but it is diagonalized instead of inverted. In the new basis, in which $P^{-1}$ is diagonal, it is possible to express the second order energy as:

\[
E^{(2)} = \sum \frac{\langle i'|H_1|i\rangle \langle a'|H_1|a\rangle}{E_i' - E_a'}. \tag{30}
\]

where $|i\rangle$ are the eigenvectors of $P^{-1}$ and $E_i$ its eigenvalues. This formulation is totally equivalent to Eq. (29) but can be used to explicitly analyse the contributions of different molecular orbitals to the shielding.

For simplicity, all the equations discussed above have been expressed in terms of the Molecular Orbitals (MO), but the reader should keep in mind that the actual calculation of the shielding constants normally requires one to rewrite the equations in the Atomic Orbitals (AO) basis or to transform the necessary two electron integrals from the AO basis into the

\[
S_{ia,jb} = 4\langle ia|jb\rangle - \langle ab|ij\rangle. \tag{27}
\]
MO basis. This transformation is the most demanding part of the shielding calculations in terms of the CPU, storage and memory requirements. Direct methods for the solution of Eq. (21), which avoid the two electron integral bottleneck, provide great advances in our ability to compute shielding [106,107].

4.3. Finite perturbation theory

The perturbation schemes described in the previous section were based on approximations to the exact perturbation theory, the notion of Finite Perturbation Theory (FPT) or Finite Field Perturbation Theory (FFPT) is based on the direct use of Eq. (2) to calculate the shieldings. In the FPT approach the electronic energy of the system is calculated with and without the magnetic fields derived from the vector potential given by Eq. (4) and the derivatives of the energy with respect to the magnetic fields are estimated numerically by finite differences:

$$\sigma_{\alpha\beta} = \left( \frac{\partial^2 E}{\partial \mu_\alpha \partial B_\beta} \right)_{\mu_\alpha = 0} \approx \frac{E(\Delta \mu_\alpha, \Delta B_\beta) - E(0, 0)}{\Delta \mu_\alpha \Delta B_\beta}. \quad (31)$$

In Eq. (31) the values of $\Delta B_\beta$ and $\Delta \mu_\alpha$ are selected in such a way that they produce a large enough change in the electronic energy of the system to calculate the denominator in Eq. (31) with the desired precision without introducing higher order terms in the derivatives. Normally it is necessary to calibrate these increments for each MO method but this does not represent a significant problem for the application of Eq. (31) to calculate shieldings. The FPT method can be easily programmed; therefore, it can be used to calculate the shielding for any high order approximation to the electronic wave function without major modifications of the necessary computer programs. Its most serious disadvantage is the need of a complete Self Consistent Field (SCF) energy calculation for each component of each of the shielding tensors in the molecule. The FPT method is useful for highly correlated methods for which the algebraic expressions of the second order energy are not readily available.

4.4. Perturbation theory including correlation effects

When appropriate techniques to mitigate gauge origin problems (see Section 4.6) are used, the Hartree-Fock level calculations of shieldings have been successful, even when using relatively modest basis sets. For instance, the $^{13}$C chemical shift tensors in sucrose, calculated using the GIAO method, agree with their experimental measurements with standard marginal deviations of 4.6 ppm and 2.7 ppm when using the STO-3G and 3-21G basis sets, respectively [108]. But also many cases have been documented in the literature in which the Hartree-Fock (HF) calculations produce fairly poor results even in the limit of very large basis sets. Examples of this behavior can be found for CO group, where the calculated HF value is −26.1 ppm and the experimental value 0.6 ± 0.9 ppm [109], in the systematic overestimation of the $\delta_{11}$ principal components of the $^{13}$C chemical shifts tensors in olefinic and aromatic carbons [79] and in several other cases involving atoms with multiple bonds or lone pairs.

To correct these deficiencies, several attempts have been made to include dynamic electronic correlation in the calculations of shieldings. A complete discussion of the electronic correlation effects on shieldings is outside of the scope of this article. For further details the reader is referred to the comprehensive review by Gauss and Stanton [110]. In Table 3 we have entered a number of examples showing the importance of electronic correlation effects on the calculated shieldings. Note that these are probably the most accurate calculations of shieldings available today; in most cases the results have been obtained using extended basis sets near the Hartree-Fock limit. Unfortunately, the high
The computational demands of the electron correlated methods make their application unfeasible for use in many important chemical and biochemical problems involving large molecules.

It is apparent from these results that the importance of the correlation effects is highly dependent on the bonding situation of the nucleus. For a single bonded nucleus the correlation effects are small to the point that it is not always possible to estimate their impact in improving the agreement with the experimental data without taking into account vibrational, medium and temperature corrections. The correlation effects are much more important for nuclei in multiple bonds, in which case the agreement between the experimental and calculated values shows a significant improvement upon adding electron correlation contributions. Unfortunately, due to the large computational resources needed most correlated methods are not applicable to the study of structural problems (see Section 4.5).

### 4.5. Density Functional Theory (DFT) of chemical shifts

The methods to calculate shieldings including the contributions of the electronic correlation described in the previous section do not provide a practical alternative for calculating shieldings in large molecules because they scale as $N^5$ to $N^7$, depending on the approximation, with the number of electrons, $N$, in the molecule. The development of effective Density Functional Theory (DFT) methods [111] that include electronic correlation effects has proved to be an important tool in the field of shielding calculations. Using the DFT theory, which scales as $N^2$, it is possible to calculate shieldings in molecular systems of practical interest including electronic correlation effects. Moreover, new DFT methods with linear scaling are becoming available and certainly these will provide further improvements in the performance of these methods to calculate magnetic shieldings [106,107,112] in large systems.

The derivation of the DFT theory of shieldings follows quite closely the derivations for the CHF approach and it is not necessary to repeat it here. A complete derivation of these theories has been presented by several authors [113–116]. The principal difference between different DFT methods is the selection of the exchange-correlation functional used in the calculations. Unfortunately there are no formal ways to calculate this functional using first principles but there is a vast literature on how to develop different types of exchange-correlation functionals [117–119]. In the following we restrict our discussion to the exchange-correlation functionals that have proven effective for the calculation of shieldings. In Table 4 we compare the RMS between experimental and calculated $^{13}$C and $^{15}$N NMR chemical shifts for several commonly used exchange-correlation functionals for the compounds studied by Cheeseman and co-workers [115,116].

It is apparent that except for the calculations done using the LDA (Local Density Approximation) functional [111], the DFT calculations are much better than the Hartree-Fock estimates and are closer to the values obtained for MP2 calculations. Two important observations derive from Table 4: first, the calculations are not very sensitive to the exchange-correlation functional used, except for the LDA approximation and second, DFT methods recover a significant portion of the electronic correlation effect and provide a viable alternative to calculate chemical shifts with accuracies close to those obtained with the much more expensive MP2 method.

Numerous DFT calculations of shieldings using different exchange correlation functionals have been reported. While many of these studies have attempted to develop the best functionals to calculate shieldings [120–123], careful evaluation of the literature indicates that most of the modern exchange-correlation functionals give shieldings of similar quality. It has become apparent that the shieldings are much less sensitive to the selection of the
exchange-correlation functional than other molecular properties. While from the pragmatic point of view the success of DFT calculations of NMR shieldings is unquestionable, as discussed in the recent review by Gauss and Stanton [110], significant question remain on the formal theoretical aspects of the DFT theory of shieldings.

4.6. Gauge independent algorithms to calculate shielding

As discussed above, the so called “gauge” problem in shielding calculations (or more precisely, the lack of gauge invariance of the calculated shieldings) is a consequence of using a finite basis in the expansion of the wave function or electron density. This necessary approximation leads to the inexact cancellation of the gauge dependent terms in the diamagnetic and paramagnetic contributions to the calculated shieldings. In the following we discuss the common ways used to develop better methods to mitigate the gauge problem in practical applications.

Under a gauge transformation given by

$$\mathbf{A}(\mathbf{r}) \rightarrow \mathbf{A}(\mathbf{r}) + \nabla \lambda(\mathbf{r}). \quad (32)$$

The exact electronic wave function in the presence of a vector potential, $\mathbf{A}$, transforms as

$$\psi(\mathbf{A}) = e^{-i\Delta} \psi(\mathbf{0}), \quad (33)$$

where

$$\Delta = e^{-1} \sum \lambda(\mathbf{r}_i) \quad (34)$$

and $\lambda(\mathbf{r}_i)$ is a continuous function of the positions of the electron $i$.

For complete variational basis sets Eq. (33) is automatically satisfied, the energy of the system is gauge invariant and the electronic current derived from the wave functions is conserved, i.e $\nabla \cdot \mathbf{j} = 0$ [32,124]. For approximate wave functions it is possible to force the wave function to fulfill Eq. (33) by expanding the wave function in the so called London orbitals or GIAOs (Gauge Invariant or Including Atomic Orbitals):

$$\chi_p(\mathbf{r}, \mathbf{A}) = \chi_p(\mathbf{r}) e^{\frac{i}{\hbar} \mathbf{A} \cdot \mathbf{R}_p \cdot \mathbf{r}} \quad (35)$$

where $\chi_p(\mathbf{r})$ are real atomic orbitals (Slater or Gaussian functions) and $\mathbf{R}_p$ is the position of the center of the orbital $\chi_p(\mathbf{r})$. When the wave function is expanded in this type of function, the optimization performed when applying the variational principle occurs within the space expanded by orbitals of the kind given in Eq. (35), therefore constraining the search in such a way that only wave functions satisfying Eq. (33) are considered. As a consequence all the trial functions change from one gauge to another in the prescribed way such that the energy is invariant. Unfortunately, the use of GIAOs does not guarantee the conservation of the electronic current and that a priori there is no reason to expect better results when using this enforced gauge invariance of the energy. Fortunately, because the GIAOs are the first-order solutions to the one-electron, one-center uniform magnetic field problem, when $\chi_p(\mathbf{r})$ is the solution to the problem for $\mathbf{B} = 0$, they do, however, provide a more flexible basis to expand the wave function in the presence of a magnetic field. As a consequence, in practical applications calculations using GIAOs usually produce better results with smaller basis sets.
Several methods have been proposed to mitigate the gauge problem using this approach to make the results formally gauge invariant even for incomplete basis sets and to produce better results when using moderate sized basis sets. These methods have become the standard approach used to calculate shieldings in large and moderate size molecules. The most common methods, in addition to the GIAOs expansion discussed above, are: IGLO (Individual Gauge for Localized Orbitals) [27,75,76,125–127]; LORG (Localized Orbitals Local Origin) [128]; IGAIM (Individual Gauges for Atoms in Molecules) [129] and CSGT (Continuous Gauge Transformation) [130]. Finally, it is interesting to mention Geertsen’s method [131], which gives a gauge origin independent formulation of the shieldings by using second-order perturbation theory to calculate its diamagnetic part. Unfortunately, while quite elegant, this formulation is not conducive to practical applications due to the difficulties associated with the calculation of second order properties.

The distributed gauge methods can be classified into several different types: those that use Individual Gauges for Localized Orbitals, IGLO and LORG (compared in Ref. [127]); those that use a formulation based on the current of the electron density and Bader’s [132] topological atom in a molecule description (IGAIM); an empirical function for the Continuous Transformation of the Gauge Origin (CSGT); or finally, the GIAO method, which accomplishes the invariance of the results by using individual gauge origins for each atomic function in the basis set. Methods using a localized orbital description, such as LORG and IGLO, can provide a somewhat intuitive decomposition of the shielding into contributions arising from different localized orbitals, a feature quite appealing to chemists. The IGAIM method provides a decomposition of the shieldings into contributions arising from the electronic density of each atomic basin, as defined by Bader’s topological atom in a molecule description [132]. These types of decompositions are not available when using the GIAO or the CSGT methods, but the latter provides a three-dimensional representation of the distribution of induced electron current. While the methods discussed above take different approaches to mitigate the gauge problem, all of them are exact and converge to the same shielding values in the limit of very large basis [113]. Of course, the converged values are identical to those obtained with the common origin method when the same extended basis set is used in the calculations. In Fig. 4 we present the basis set dependence of calculated chemical shifts in glycine for different distributed gauge methods compared with the results obtained using the common origin method. The calculations were done using the Gaussian 98 system, the basis sets used correspond to the Dunning’s correlation consistent basis, which includes polarization functions [133] and the standard STO-3G from Pople et al. [134].

It is apparent from Fig. 4 that when using the smallest basis set, STO-3G, none of the methods is able to recover a significant fraction of the results for the infinite basis limit. Significant improvements are observed when using the double zeta (DZ) basis set. Finally, the calculated values for all the methods considered here are almost identical when the quadruple zeta (QZ) basis set is used. While it appears in Fig. 4 that the IGAIM method converges faster than the GIAO method, to the author’s knowledge this is not a general conclusion. For instance the opposite results have been reported by Cheeseman et al. [115] in other compounds.

5. Intermolecular effects on shielding

In this section we review the intermolecular interactions that affect the magnetic shielding and how they change the measured chemical shifts and consequently affect the comparison of experimental and calculated values. We present some basic principles and discuss how these effects can be taken into account and calculated. The intermolecular effects on shielding have their origin in the same physical principles in any phase, but the analysis of...
the data and the computational models to describe the effects are quite different. Gas phase effects have been extensively studied by Jameson and co-workers [136–139]. They have been very useful in providing an understanding of the isotope effects observed in chemical shifts, but they provide very limited information about structural issues and will not be discussed in this review. In the following we concentrate on issues related to the intermolecular effects in condensed phase, solution and solid state.

5.1. Intermolecular effects in solution

The solvent effects on the shielding were recognized many years ago. As early as 1960 Buckingham and co-workers [140,141], classified the different mechanisms that contribute to the solvent effect observed in solution NMR experiments. The different effects according to the Buckingham classification are

\[ \sigma = \sigma_0 + \sigma_j = \sigma_0 + \sigma_b + \sigma_a + \sigma_w + \sigma_e, \]  

(36)

where \( \sigma_0 \) is the ro-vibrationally averaged shielding for the isolated molecule and \( \sigma_j \) is the solvent contribution that is composed of four contributions, \( \sigma_b \) corresponds to the bulk magnetic susceptibility of the sample that affects all nuclei in the same way and that can be easily discounted by using internal referencing; \( \sigma_a \) is the contribution from the anisotropy in the magnetic susceptibility of the solvent molecules dominated by the short range steric repulsive forces; \( \sigma_w \) is the contribution due to the van der Waals interactions and \( \sigma_e \) is the long range contribution from the electric field generated by the solvent molecules. This theoretical framework is still in use today to analyse the solvent effects on the magnetic shielding. The actual calculation of these effects is quite challenging because any model that attempts to represent these interactions has to take into account both the electromagnetic iterations generated by the solvent molecules as well as their dynamics. The topic of intermolecular interactions affecting the magnetic shielding in solution has been the subject of several reviews, see for instance [91,142,143] and the most recent and comprehensive one is by Bagno et al. [144]. The theoretical methods in use to model the intermolecular effects on the magnetic shielding in solution can be generally classified into continuous models that represent the solvent as a continuous uniform media, including its properties as producing an average field and discrete methods based on an atomistic description of the solvent where the motional characteristics of the solvent are given by Molecular Dynamics (MD) simulations. One of the most common continuous models is the solvaton model introduced by Germer [145] where the system is modeled as a solute molecule surrounded by the charges (solvatons) induced in the target molecule. The model has been coupled to several Quantum Mechanics (QM) methods in order to calculate magnetic shielding, these include the empirical INDO/S [92], and several ab initio packages like Gaussian 09, ADF and Dalton (see references and descriptions of these programs in Section 6). Discrete methods typically couple classical MD simulations, from which representative ensembles of the solvent molecules surrounding the solute are chosen and included into the QM calculations of the shielding. The final shieldings are calculated as the average of those calculated for each of these ensembles [146,147]. While the cost of calculations using continuous models is almost the same as for the isolated molecule, the cost of calculations using discrete methods greatly increases with the number of solvent molecules explicitly included in the QM calculations. A detail discussion to these issues can be found in Ref. [144].

5.2. Solid state effects

In most cases there are no or only very minor differences between the isotropic chemical shifts measured in solution (in a non-polar solvent) vs. those measured in the solid state either in a MAS (Magic Angle Spinning) spectrum or from the average of a measurement of
the principal values of the chemical shift tensor [22]. When this is the case, it is an
indication that intermolecular effects are probably not an important factor in the system
under study and that there are no crystal effects complicating the interpretation of the
SSNMR (Solid State NMR) spectra. Often in these cases there is also good agreement
(typically within 5 ppm for the principal values) between the experimental chemical shift
values and the results of calculations done on a single isolated molecule. However, there are
many examples in the literature where substantial differences are measured between solution
and solid state chemical shifts and/or between experimental solid state data and single
molecule theoretical measurements. In some cases these differences in the isotropic
chemical shift values are of such magnitude that duplication of lines may be observed in the
SSNMR spectra. When such differences are observed one must look to the structure of the
molecule and its local environment for reasons to explain the differences. Some of the
differences are due to changes in the molecule itself (structure and/or dynamics) upon going
from solution/liquid to solid, while others are due to strong intermolecular interactions in the
solid state. The main contributions to solid state effects are described in a recent review
[148] and include:

- conformational and tautomeric averaging;
- crystal symmetry;
- multiple molecules per asymmetric unit;
- presence of polymorphs;
- multiple solid state phases;
- electrostatic effects;
- hydrogen bonding;
- magnetic effects.

5.2.1. Theoretical methods used to calculate solid state effects—As stated in the
previous section, there are numerous mechanisms that can explain the changes observed
between the NMR chemical shifts measured in solution vs. those determined in a solid
phase. While the experimental measurements can provide unequivocal evidence of the
existence of solid state effects on chemical shifts, the experiments alone seldom can provide
conclusive information on their chemical and/or structural origins. Theoretical and
computational methods play a fundamental role in interpreting the experimental results and
provide insight into the physical origin of the solid state effects. This is possible because the
calculations are able to test a variety of models, each of which can selectively include
different plausible mechanisms that may be responsible for the solid state effect observed in
the chemical shifts.

The theoretical methods available to take into account intermolecular interactions can be
classified in mainly two categories: those that represent the intermolecular interactions by an
electric or magnetic field that mimic the interactions generated by the rest of the molecules
in the crystal; and those that explicitly treat the neighboring molecules. Most of the methods
in the first category use either a finite distribution of charges or a series of multipoles to
represent the electric field generated by the environment [73,149–156]. Recently it has been
shown that it is possible to observe purely magnetic intermolecular effects [157] and in this
case the use of NICS [158–160] (Nucleus Independent Chemical Shielding) calculations
have been used to take into account these effects [161]. The second category of methods
available treats the neighboring molecules explicitly in the quantum mechanical calculations
of the chemical shielding. For a number of years the explicit representation was
accomplished by including a finite number of neighboring molecules in the calculations.
This approach is usually described as “cluster model.” The greatest disadvantage of the “cluster model” methods is that their computational costs increases rapidly with the number of neighboring molecules included in the calculations. To avoid this problem a number of combinations of cluster and electrostatic models have been used over the years; in these hybrid models the closest neighbors are explicitly represented and the more remote ones are replaced by an approximate field.

5.2.2. Shielding calculations using periodic boundary conditions—In recent years several research groups have reported new theories that allow the calculation of shielding in systems with Periodic Boundary Conditions (PBC). These theories eliminate the need of using the inherent approximations of the cluster and electrostatic methods by including in the calculations all the interactions arising from the crystal field. Sebastiani and co-workers [162–167] implemented their method in the popular CPMD program [168]. Sebastiani proposed the use of localized Wannier orbitals and a periodic pseudo position operator with a saw-tooth shape. This method can be used to calculate shielding in both isolated and full periodic systems. A similar theory was presented by Mauri et al. [169] in which the problems associated with the lack of definition of the position operator in periodic systems has been resolved by using a modulated external magnetic field; they calculate the shielding by numerical differentiation of the values calculated for two small, but not zero, wave vectors. This method, as well as the one from Sebastiani, has been implemented using pseudo potentials and therefore cannot take into consideration the contribution of the inner shells. This approximation can be problematic for non-first-row nuclei and in a subsequent paper Pickard and Mauri [170] introduced the GIPAW (Gauge Including Projector Augmented Wave) method that formally includes the contribution of the core electrons when using pseudo potentials. Numerous applications using this method have been presented [43,169–180]. Recently the same methods have been implemented in the Quantum Espresso code [181].

6. Software and hardware for quantum mechanical calculations of shielding

Significant shielding calculations can be done using hardware and software commonly available in most structural chemistry labs. With this in mind, it is important to provide a short account of the software available and the hardware necessary for NMR shielding calculations. Here we describe several of the most common software packages that can be used to calculate shieldings and the typical hardware required for these calculations. The reader should notice that the software list is not comprehensive and that at the time of writing this review the calculation of NMR properties is becoming a standard feature of most QM packages.

**Gaussian 09** ([http://www.gaussian.com/](http://www.gaussian.com/))

In terms of making shielding calculations available to a large community of researchers, the most significant development in recent years has been the work by Cheeseman et al. [115]. Using the framework of the CDFT (Coupled DFT) perturbation theory, they implemented the calculation of shielding tensors in the popular Gaussian suite of programs [182]. This implementation makes use of the techniques previously developed by Pulay and coworkers [183,184] and co-workers to efficiently calculate the complex two electron integrals necessary to implement the GIAO formulation. This method has become the most popular tool for calculating shieldings.

A number of additional methods used to calculate shieldings have also been implemented in the Gaussian suite of programs in recent years. These include HF, DFT and MP2 electronic approximations as well as single origin, GIAO, IGAIM and CSGT methods to deal with the gauge origin dependence problem.
**ACESII** ([http://www.qtp.ufl.edu/Aces2/](http://www.qtp.ufl.edu/Aces2/))

Provides capabilities to evaluate analytically NMR shielding tensors at the SCF and MBPT(2) levels using Gauge Including Atomic Orbitals (GIAOs) to ensure exact gauge-invariance.

**DALTON** ([http://www.kjemi.uio.no/software/dalton/dalton.html](http://www.kjemi.uio.no/software/dalton/dalton.html))

This software can calculate NMR properties (both magnetizations, nuclear shieldings and all contributions to nuclear spin–spin coupling constants) and EPR properties (electronic g-tensor, hyperfine coupling tensor and zero-field splitting tensor) at the HF/DFT/MCSCF levels of approximation.

**CADPAC** ([http://ket.ch.cam.ac.uk/software/cadpac.html](http://ket.ch.cam.ac.uk/software/cadpac.html))

NMR shieldings can be calculated using the LORG algorithm for the DFT and HF electronic approximations.

**Jaguar** ([http://www.schrodinger.com/products/14/7/](http://www.schrodinger.com/products/14/7/))

Allows the calculation of NMR properties using HF, DFT and other highly correlated methods.

**deMon** ([http://www.sims.nrc.ca/sims/deMon/](http://www.sims.nrc.ca/sims/deMon/))

This software has implemented the calculation of NMR shieldings using the DFT approximation within the SOS scheme described by Malkin et al. [185].


This software has implemented the calculation of NMR shielding (GIAO method) for the HF electronic approximation using the coupled Hartree-Fock scheme and DFT methods.

**PQS** ([http://www.pqs-chem.com/ible](http://www.pqs-chem.com/ible))

This software was known in the past as the Texas program by Peter Pulay [183]. Nuclear magnetic shieldings for closed-shell HF and DFT wave-functions can be calculated for common gauge and GIAO gauge choices. The program has been parallelized to run in computational clusters.

**ADF** ([http://www.scm.com/](http://www.scm.com/))

The Amsterdam Density Functional Package is being developed at the well-known theoretical chemistry groups of Baerends, Ziegler, Snijders, and by several other scientists worldwide. This package can calculate NMR chemical shifts and spin–spin couplings using density functional theory, including relativistic corrections using the ZORA approximation [48].

**CPMD** ([http://www.cpmd.org/](http://www.cpmd.org/))

The Carr–Parrinello molecular dynamics code has implemented the theory required to calculate NMR shielding for periodic system reported by Sebastiani and Parrinello [166].

**CASTEP (DFT/GIPAW)** ([http://www.castep.org/](http://www.castep.org/))

This software has implemented the GIPAW method presented by Mauri and co-workers [78,169,170].
Quantum Espresso (http://www.quantum-espresso.org/)

This package has implemented DFT/GIPAW calculations using the GIPAW method [78,169,170]. This code is available as an open source license [181].

Modest shielding calculations, in systems with up to 10–20 non-hydrogen atoms and using a few hundreds of basis functions can be carried out in a reasonable time using typical desktop computers. While these calculations cannot be done in an interactive fashion, overnight runs for each shielding calculation are a reasonable expectation. If a geometry optimization of the molecule is necessary before performing the shielding calculation, this time may increase significantly depending on the quality and magnitude of the geometry optimization needed. Much larger calculations are more suitable for large clusters or other parallel supercomputer systems. For instance using 8 processor cores (2.8 GHz) a calculation of the shieldings for a molecule with 40 atoms takes approximately 1 h, while a calculation for a molecule with 100 atoms may take a day.

7. Expected accuracy of quantum mechanics based chemical shift calculations

The methods used to calculate chemical shifts have achieved a degree of maturity that may allow non-computational chemists to use these methods to aid in their experimental efforts. In the following we present a number of comparisons between calculated and measured chemical shifts that can be used by practitioner chemists to assess the expected accuracy of the calculations and make appropriate decisions on the merits of using them to clarify or enhance their interpretation of experimental results. For the purpose of this section we will concentrate on chemical shift calculation using the DFT approach because this method has become the work-horse of chemical shift calculation for organic molecules containing first and second row atoms. In the following we provide a general overview of the quality of results that can be obtained routinely when using the popular B3LYP [186], MPW1PW91 [187] and OLYP [188] exchange-correlation functionals for shielding calculations in medium size organic molecules from the G2 and G3 standard sets [189,190]. The calculations were made [191] with the popular Gaussian 03 system for molecular modeling [192], using the GIAO [184], CSGT [130] and IGAIM [129] approaches to enforce the gauge invariance and Dunning’s d95** basis sets [133]. In all cases the calculations were performed using the optimized (mp2(full)/6-31g*) geometries that are available for the molecules in the G2 and G3 data sets (http://www.cse.anl.gov/Catalysis_and_Energy_Conversion/Computational_Thermochemistry.shtml). From the molecules selected for the shielding calculations we have included in the analysis presented here 244 $^1\text{H}$ shieldings, 133 $^{13}\text{C}$ shieldings, 18 $^{15}\text{N}$ shieldings and 26 $^{17}\text{O}$ shieldings.

Figs. 5–8 and Tables 5–8 depict the correlation and the correlation parameters between the calculated shieldings and their corresponding chemical shifts. In the tables the slope, intercept and standard deviation of the linear fits are given. Deviations of the values of the slopes from the ideal value of minus one (except for $^{15}\text{N}$ where it is one), provide an estimate of the systematic errors in the calculations that are usually attributed to the deficiencies in the way that the electron correlation is taken into account. In general the values of the intercept are less informative because it is widely accepted that there are large uncertainties in determining absolute shieldings of reference compounds.

As depicted in the previous tables and figures the methods considered here are able to predict the $^1\text{H}$ chemical shifts with relative accuracies of 2–3%, with slopes that are independent of the exchange-correlation functional used varying from 10% (GIAO) to 20% (IGAIM and CSGT). For $^{13}\text{C}$ the results are also quite satisfactory, providing relative accuracies of 1.4–1.9% and slopes different from minus one by less than 6%. A clearer
indication of deficiencies of these methods becomes apparent for $^{15}$N and $^{17}$O shieldings, where the standard deviations reach ~10% and ~14%, respectively. Also significantly larger deviations in the slopes are observed for these nuclei, up to 20% for $^{15}$N and up to 8% for $^{17}$O. However, in these cases the agreement can also be reduced by well-known medium effects on these experimental chemical shifts [193] that are not taken into account in these calculations. The results presented here to illustrate the agreement between calculated and experimental isotropic chemical shifts represent a best case scenario because it has been recently documented that fortuitous cancellation of errors in the individual tensor components of the calculated shieldings can lead to artificially high agreement in the isotropic chemical shifts [16].

The comparison of calculated and experimental principal values or even better the full shielding tensors can provide a more rigorous assessment of the quality of the calculations. One of the most rigorous analyses of the accuracy of NMR calculations has been performed by Iuliucci et al. [16,17] where a set of 102 $^{13}$C chemical shift tensors, measured in single crystals from a series of aromatic and saccharide molecules for which neutron diffraction data are available, is used to survey models based on Density Functional (DFT) and Hartree-Fock theories. The quality of the models is assessed by their least-squares linear regression parameters. It is observed that, in general, density functional theory outperforms restricted Hartree-Fock (HF). For instance, Becke’s three parameter exchange correlation B3LYP [186] method as well as the MPW1PW91 [187] method generally provide the best predicted shieldings for this group of tensors. However this performance is not universal, as none of the DFT exchange correlation functionals can predict the saccharide tensors better than HF. Both the orientations of PAS as well as the magnitude of the shielding were compared using the chemical shift distance in the icosahedral representation defined by Alderman and co-workers [194] to evaluate the quality of the calculated individual tensor components. In the icosahedral representation the three principal components of the shielding tensor together with the three direction cosines are transformed into six icosahedral shielding tensor elements, which can be used to compare shielding tensor orientations and principal values on the same footing avoiding the artifacts introduced when the tensors are represented as principal values and directional cosines. Systematic shortcomings in the prediction of the principal components were observed, but the theory predicts the corresponding isotropic value more accurately. This is because these systematic errors cancel, thereby indicating that the theoretical assessment of shielding predictions based on the isotropic shift should be avoided. The results are depicted in Fig. 9.

8. Applications of chemical shifts calculations

The use of NMR calculations to complement experimental measurements to solve structural problems is widespread in the literature; it is not practical to try to present here a comprehensive list of all the applications that have been reported, even recently, in the literature. In the following sections we present a very limited number of examples on how shielding calculations, which now can be performed almost routinely, can complement experimental measurements to solve structural problems. We have classified the examples in general categories that may help the reader to easily find examples relevant to his or her research problem, but we acknowledge that this classification is somewhat arbitrary because in many cases the calculations are used in the same paper for multiple purposes.

8.1. Molecular conformation of organic molecules

Wang et al. [195] have measured and calculated, using the GIAO at the B3LYP/6-311+ +G** approach, the NMR chemical shifts for three monoterpene diastereomers produced by the walkingstick (Anisomorphus buprestoides). By taking into account the Boltzmann distribution of conformers, the authors were able to distinguish between conformers present...
and absent in the sample. To improve its ability to distinguish the stereoisomers, they utilized both $^1$H and $^{13}$C chemical shift information by defining combined root mean-square deviation (cRMSD) as:

$$c\text{RMSD}=\text{RMSD}^{(13}\text{C})+10 \times \text{RMSD}^{(1}\text{H}). \quad (37)$$

The use of this combined information significantly enhances the predictive power of the calculated chemical shifts. The conformational information obtained from the comparison between calculated and experimental chemical shifts is consistent with that obtained from the analysis of the calculated relative energies and distances measured by interproton NOEs and distance calculations [195].

Belostotskii [196] presented a conformation study of haouamine A (I), Fig. 10, based on the comparison of the calculated (B3LYP/6-31+G(d)//GIAO) and measured chemical shifts. This is one of the larger applications of this methodology because haouamine A (I) is much more stereodynamically complex than the small models used to validate previous chemical shift based conformational studies. A total of 16 rotamers were considered in this study, for which the chemical shifts were calculated for their optimized geometries. The comparison of the $^{13}$C chemical shifts was able to identify two conformers that fit the experimental data. This is considerably better than the results that can be obtained by the simple analysis of the energetics of this compound. The authors conclude that this method can be successful for any case in which the $^{13}$C chemical shifts stereoisomers are separated by more than 2 ppm.

Härtner and Reinscheid [197] presented correlations between experimental and calculated $^{13}$C chemical shifts in a series of menthol diastereomers. In this way the authors showed that identification problems with newly isolated natural products can be solved. Starting from simulated, low energy conformers of menthol, neomenthol, isomenthol, and neoisomenthol the $^{13}$C chemical shifts were obtained using DFT calculations, B3LYP/6-31G(d,p), and the large differences in chemical shifts observed for the prochiral Me groups of the isopropyl substituent of menthol could be differentiated using the correlations between experimental and calculated values. The sensitivity of the chemical shifts to the molecular conformation can be observed in Fig. 11, and the agreement between experimental and calculated values can be used to determine experimental conformations. The results presented in this paper were also supported by energy calculations and the measurement of the $^1J_{CH}$ and $^3J_{HH}$ coupling constants.

These three examples show how chemical shielding calculations in organic molecules ranging from fairly small hydrocarbons to alkaloid like haouamine are useful for studying their conformational properties. Because the calculations predict the chemical shifts with sufficient accuracy, it is possible to extract important conformational information from the comparison between the experimental chemical shifts and the calculated values, which are greatly influenced by the molecular conformation and geometry used in the QM calculations. Ideally this could be formulated as an inverse fitting problem, but the computational time required for quantum mechanical chemical shift calculations is still a barrier for such an approach. Recent studies using solid state NMR to study the conformation of organic and pharmaceutical molecules have been reviewed by Potrzebowski [198].

### 8.2. Biological molecules

The use of chemical shift information to solve structural problems in biological molecules was demonstrated many years ago [97]. The main limitation has always been the computational capabilities required to perform chemical shift calculations in very large
biological molecules. In recent years the advances in computer power have allowed researchers to perform more rigorous studies, but in general these studies are performed on model systems that represent fragments of interest in biological molecules. For instance Zienau et al. [199] studied the molecular recognition mechanism in molecular tweezer systems using the model depicted in Fig. 12. Since ring-current effects are particularly important in this system, quantum mechanical calculations in the model system were used to show that intermolecular interactions strongly influence the corresponding proton chemical shifts by up to 6 ppm. The quantum chemical results allowed them to reliably assign the spectra and to gain information both on the structure and on the importance of intra- and intermolecular interactions present in these molecular tweezers.

Souma et al. [200] optimized a right-handed α-helix (αR-helix) structure of sequential 18-mer copolypeptide H-(Ala-Gly)9-OH (C45H74N18O19) using the B3LYP/6-31G(d) approach and then calculated the chemical shieldings of the optimized structure using the B3LYP/6-311G(d,p) method. As a result, they confirmed highly accurate conformational parameters characteristic to the αR-helical H-(Ala-Gly)9-OH, which were identical with those of the individual Ala and Gly residues. Most of these parameters were fundamentally the same as those obtained for the optimized αR-helical H-(Ala)1.

In a series of landmark studies, Vila et al. [201–203] demonstrated how calculated $^{13}$C$_\alpha$ chemical shifts can be used to elucidate protein structure, opening a new and very important avenue for tackling this very important problem. The method is based on the realization that it is possible to calculate the $^{13}$C$_\alpha$ chemical shifts in a protein by calculating them in the fragment Ac-G-X-G-NMe, where X is the residue under consideration [203]. The method [202] uses simultaneously the chemical shift information and the usual NOE data in an iterative fashion to find the best structure that can match both the NOE and chemical shifts constrains. The method has been tested by performing a blind test [201] on a set of 20 NMR-derived conformations of a 48-residue all-α-helical protein (PDB ID code 2JVD), and the validation was performed by comparing the observed $^{13}$C$_\alpha$ chemical shifts with those computed at the density functional level of theory.

In contrast with the use of chemical shift calculations to elucidate the conformation of organic molecules, the work on biological molecules involves the selection of critical fragments representing the parts of the molecule of biological interest [204,205]. These fragments have to be selected using the criteria of plausible representation of the biologically interesting fragments but also limiting their size such that it is possible to perform quantum mechanical calculations. In contrast with MD simulations [206] that commonly use empirical potentials and can address very large molecular systems, chemical shift calculations require quantum mechanical calculations which are much more computationally expensive and, therefore, they limit the size of systems that can be studied. The emergence of linear scaling methods [106] may allow calculations in biologically relevant systems without using the fragment approach in the near future [207]. Alternatively, as discussed above, it is still possible to use an empirical approach based on extensive data collection [101]. Recent solid state NMR applications to structural biology have been reviewed by Middleton [208].

8.3. Disordered systems

Structural elucidation in disordered materials has been a significant challenge for many years, while powder diffraction techniques have made substantial advances in recent years [209]. Solid state NMR still plays a critical role in this field. Applications of chemical shifts calculations in disordered polymers were reported many years ago and continue to provide improved methods [210–214] for their structural analysis. In recent years new developments in solid-state NMR techniques have allowed researchers to acquire high resolution NMR...
spectra for solid systems with structural disorder at much higher resolution; however, the structural origin of the observed chemical shift nonequivalence in these systems cannot be inferred from the experimental data alone. Ling and Zhang [215] reported a quantum chemical investigation of the solid-state NMR spectrum in N,N-bis(diphenylphosphino)-N-((S)-α-methylbenzyl)amine, where eight different $^{31}$P NMR chemical shifts can be observed in the spectra within a range of 13.0 ppm. Results from quantum chemistry methods using optimized geometries and including solid state effects lead to the excellent correlation observed in Fig. 13. This high level of agreement (SD = 1.1 ppm, $R^2 = 0.949$) allows at least a tentative assignment of the phosphorous atoms in the unit cell based on the quantum chemical calculations.

8.4. Nano structures

NMR shielding calculations were reported early on for C$_{60}$ and other fullerenes [216]; calculations in these type of compounds have been reviewed by Orendt [217]. In recent years as computational resources and methods improved, much larger calculations on structures of interest to nano materials have been reported. A comprehensive list of these studies is beyond the scope of this review, however one example is a first-principles calculation of $^{13}$C NMR chemical shifts in infinite single-walled carbon nanotubes performed by Lai et al. [218]. Using the density functional theory with periodic boundary conditions the authors calculated the $^{13}$C NMR isotropic chemical shifts of the semiconducting and semimetallic infinite Single-Walled Carbon Nanotubes (SWNTs). The $^{13}$C chemical shifts of SWNTs with the diameter smaller than 1.4 Å can be classified into two distinct groups according to their electronic structures: the semiconducting group and the semimetallic group. The chemical shifts of the semiconducting group decrease monotonously with the increasing nanotube diameter and are 0–12 ppm larger than those of their semimetallic counterparts in the typical diameter range (1.05 ± 0.2 nm) of SWNTs produced by the common high-pressure CO decomposition method (HiPCO). The chemical shifts of the two groups overlap around the diameter of 1.4 Å and the chemical shift of the semimetallic group becomes larger than that of the similar-sized semiconducting group as the diameter is larger than 1.4 Å. The chemical shifts of the four examined helical SWNTs are very close to those of the zigzag SWNTs with similar diameters and electronic structures. These findings are presented in Fig. 14.

8.5. Studies in coals

The calculation of $^{13}$C NMR shielding tensors has played an important role in the determination of coal structure and aromaticity [219–221]. For instance this approach has been used to study two anthracite coals and a fusinite maceral by powder pattern line shapes analysis. The best fits, depicted in Fig. 15, are a superposition of three different bands due to benzene like, condensed (bridgehead and inner) and substituted carbons. Theoretical calculations on circumcoronene used as a model compound support these interpretations of the experimental data. The calculated tensor values are critical in arguing that the multi component fit in Fig. 15 is physically plausible and not a simple artifact of the curve-fitting process. The ratio of nonprotonated to protonated aromatic carbons obtained on anthracites by the spectroscopic analysis is also in excellent agreement with the elemental analysis and previous studies by dipolar dephasing NMR techniques. The method therefore is a valuable way of analysing the structure of high-rank coals and should be useful in char characterization.

8.6. Studies of stereochemistry

The reliable determination of stereocenters contained within chemical structures usually requires utilization of NMR data, chemical derivatization, molecular modeling, quantum-mechanical (QM) calculations and, if available, X-ray analysis. These are laborious and
expensive techniques; recently Elyashberg et al. [223] demonstrated that the number of stereoisomers that need to be thoroughly investigated can be significantly reduced by the application of NMR chemical shift calculations to the full set of possible stereoisomers. The authors show that from all the $2^5 = 32$ stereoisomers generated for artarborol by using a fragmental approach based on HOSE codes [224], the constrains imposed by the calculated $^1$H and $^{13}$C chemical shifts leave only four (Fig. 16) possible candidates to be analysed further, with a considerable reduction of the effort needed for the determination of the observed stereoisomers.

8.7. NMR crystallography

The examples discussed above give a clear indication of the great potential for using NMR chemical shifts for structure elucidation. The strong sensitivity of the chemical shifts to molecular structure [79] is the basic property that make this possible. The examples also show that the relationship between structure and chemical shift is not simple. In contrast with the simple relationship between structure and NOEs given by the $1/r^6$ dependence on the distance between nuclei or even the reciprocal lattice relationship between X-ray or neutron diffraction patterns and molecular structure, the relationship between chemical shift and molecular or crystal structure is mediated by the complex quantum mechanical machinery presented in previous sections of this review. Consequently, until recently most applications used ad hoc approaches like those described above. In recent years, we have seen a consistent effort by several research groups to develop systematic ways to obtain molecular and crystal structures using NMR chemical shifts. This emerging field has been named “NMR Crystallography” [80]. While it is recognized that solid state NMR cannot be competitive with diffraction methods when single crystals are available, the methodology has been shown to be competitive with powder diffraction and other techniques commonly used when single crystals are not available. Although even when single crystals are available, SSNMR techniques can be very competitive with X-Ray Diffraction (XRD) in locating H atoms [10]. In this section we provide a brief account of some of the advances in this field; a comprehensive report on the state of the art of the field was provided recently [80,225].

Using the principles of NMR crystallography, Meejoo et al. [226] studied the structure of the $\beta$-polymorph of (E)-4-formylcinnamic acid. The structure refined as an ordered structure using the powder diffraction spectra led to a high quality structure, but the high resolution solid-state $^{13}$C NMR spectrum of this material showed evidence of disorder of the formyl group. When using the information of the disorder of the formyl group into the refinement, the Rietveld quality factors, $R_{wp}$ improved from $R_{wp} = 3.27\%$ to $R_{wp} = 2.87\%$. The results of this important contribution to the field NMR crystallography are summarized in Fig. 17.

Witter et al. [227] studied the $^{13}$C chemical shift resonances of bacterial cellulose by solid state NMR and performed a constrained crystal structure refinement. The solid-state NMR assignments of the $^{13}$C resonances of bacterial cellulose Ia were reinvestigated by INADEQUATE (Incredible Natural Abundance Double Quantum Transfer Experiment) experiments on uniformly $^{13}$C-enriched samples from Acetobacter xylinum. The authors determined the principal components of the chemical shift tensors of each $^{13}$C labeled site from a 2D iso-aniso RAI (Recoupling of Anisotropy Information) spectrum acquired at a Magic Angle Spinning speed of 10 kHz. On the basis of these NMR data, the crystal structure of cellulose Ia was refined using the $^{13}$C chemical shifts as target functions. Starting off with the coordinates derived from neutron scattering [228] and using molecular dynamics simulations, a total of 800 structures were selected for further consideration. These structures were subsequently optimized within the given isotropic chemical shift constraints and applying crystallographic boundary conditions in the shielding calculations. The resulting four model structures that best fit the NMR data were then assessed by
simulating the chemical shift tensors, using the bond polarization theory, and comparing these values with the experimental chemical shift anisotropy information obtained by RAI spectra. The earlier neutron diffraction study had reported two possible occupation schemes for the hydrogen-bonded hydroxyl groups that connect the cellulose chains. From these two possibilities, the NMR results single out one pattern as the most probable structure, which is compared with the neutron structure in Fig. 18. The extraordinary improvement observed in the calculated chemical shifts when using the NMR optimized structure when compared with that obtained using the neutron diffraction data is depicted in Fig. 19.

Grant and co-workers have presented a combined solid-state NMR and synchrotron X-ray diffraction powder study on the structure of the antioxidant (+)-catechin 4,5-hydrate [229]. As in the case of cellulose there is a marked improvement in the agreement between calculated and experimental chemical shifts upon refining the crystal structure using the NMR information. This is depicted in Fig. 20.

Following the previous studies of solid-state polymorphism in 10-deacetyl baccatin III [230] the Grant group presented the structural characterization of a new anhydrous polymorph of paclitaxel (see Fig. 21) based on solid-state NMR and X-ray powder diffraction methods [231]. The three-dimensional structure of this unique polymorph of the anticancer drug paclitaxel (Taxol®) was established using solid state NMR tensor (13C and 15N) and heteronuclear correlation (1H–13C) data. The polymorph has two molecules per asymmetric unit (Z′ = 2) and is thus the first conformational characterization with Z′ > 1 determined solely by SSNMR. Experimental data was correlated with structure through a series of computational models that extensively sampled all possible conformations of the molecules. For each computational model, corresponding tensor values were computed to supply comparisons with experimental information, which, in turn, establishes the paclitaxel’s new polymorph structure. Heteronuclear correlation data at thirteen key positions provided shift assignments into the asymmetric unit for each comparison. The two distinct molecules of the asymmetric unit possess nearly identical baccatin III moieties with matching conformations of the C10 acetyl moiety and, specifically, the torsion angle formed by C30–O–C10–C9. Additionally, both are found to exhibit an extended conformation of the phenylisoserine side chain at C13 with notable differences in the dihedral angles centered around the rotation axes of O–C13, C20–C10 and C30–C20. The best structures encountered by SSNMR are presented in Fig. 22.

9. Conclusions

Chemical shift calculations are possible in very large systems of real chemical interest and they can provide accuracies that are sufficient to explore molecular and crystalline structural features in great detail. In some cases the errors in the calculations are even comparable to the errors observed in experimental values. The calculations can be done both on isolated molecules and on crystals using periodic boundary conditions. The great advances in the calculation of NMR shieldings coupled with the extreme sensitivity of the shielding on the molecular and crystalline structure led to the recent establishment of the field of NMR crystallography, which shows great promise as a premier structural analysis tool for material that exhibit disorder as well as for those where large high quality single crystals are not available. Unfortunately, most of the work in NMR crystallography is performed using ad hoc methods and lacks a definite integration of different refinement methods. Development of software that incorporates both diffraction and NMR refinement in a consistent framework can be of great importance in propelling the use of NMR crystallography to a larger user community.
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Glossary of abbreviations

AO  Atomic Orbital
CHF  Coupled Hartree-Fock
CSGT  Continuous Gauge Transformation
DFT  Density Functional Theory
FFPT  Finite Field Perturbation Theory
FPT  Finite Perturbation Theory
GIAO  Gauge Including Atomic Orbitals
GIPAW  Gauge Including Projector Augmented Wave
HF  Hartree-Fock
IGAIM  Individual Gauges for Atoms in Molecules
IGLO  Individual Gauge for Localized Orbitals
INADEQUATE  Incredible Natural Abundance Double Quantum Transfer Experiment
IUPAC  International Union of Pure and Applied Chemistry
LDA  Local Density Approximation
MAS  Magic Angle Spinning
MCSF  Multi Configuration Self Consistent Field
MD  Molecular Dynamics
MO  Molecular Orbital
MP(2)  (3), ... Møller–Plesset Perturbation Theory of Order (2), (3), ...
NICS  Nuclei Independent Chemical Shifts
NMR  Nuclear Magnetic Resonance
PBC  Periodic Boundary Conditions
QM  Quantum Mechanics
RAI  Recoupling of Anisotropy Information
SCF  Self Consistent Field
SSNMR  Solid State Nuclear Magnetic Resonance
SWNT  Single Wall Nano Tubes
TALOS  Torsion Angle Likeliness Obtained from Shift and Sequence Similarity
XRD  X-Ray Diffraction
ZORA

Zero Order Regular Approximation
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Fig. 1.
Fig. 2.
Powder pattern spectra for symmetric and asymmetric shielding tensors. From Ref. [23].
Fig. 3.
Coordinate system used to illustrate the gauge origin dependence of the diamagnetic and paramagnetic contributions of the shielding. $O$ is the origin of coordinates, $O'$ is the new origin of coordinates, $R_{O'}$ is the position of the new origin of coordinates with respect to original one, $R_N$ is the position of the nucleus $N$, $r$ is the position of the electron with respect to $O$, $r_{Nk}$ is the position of the electron with respect to the nucleus $N$ and $r'_{k}$ is the position of the electron relative to the new origin of coordinates $O'$. 
Fig. 4.
Basis set dependence of the $^{13}\text{CH}_2$ shieldings, $\delta$, in glycine with different distributed gauge methods. SG: Single Gauge, IGAIM: Individual Gauge for Atoms in Molecules and GIAO: Gauge Including Atomic Orbitals. All the values are in ppm referenced to the bare nucleus. Calculations performed for the STO-3G, double zeta (DZ), triple zeta (TZ) and quadruple zeta (QZ) basis sets. From Ref. [135].
Fig. 5.
Calculated $^1$H shieldings (vertical axis) vs. experimental chemical shifts (horizontal axis) for different exchange-correlation functionals with the GIAO, CSGT and IGAIM approaches for selected molecules in the G2 and G3 set of molecules. From Ref. [191].
Fig. 6. Calculated $^{13}$C shieldings (vertical axis) vs. experimental chemical shifts (horizontal axis) for different exchange-correlation functionals with the GIAO, CSGT and IGAIM approaches for selected molecules in the G2 and G3 set of molecules. From Ref. [191].
Fig. 7.
Calculated $^{15}$N shieldings (vertical axis) vs. experimental chemical shifts (horizontal axis) for different exchange-correlation functionals with the GIAO, CSGT and IGAIM approaches for selected molecules in the G2 and G3 set of molecules. From Ref. [191].
Fig. 8.
Calculated $^{17}$O shieldings (vertical axis) vs. experimental chemical shifts (horizontal axis) for different exchange-correlation functionals with the GIAO, CSGT and IGAIM approaches for selected molecules in the G2 and G3 set of molecules. From Ref. [191].
Fig. 9.
Linear correlation between calculated shielding and experimental shift tensor components. The lowest rmsd Hartree-Fock method, rhf/cc-pvdz, and DFT method, mwp1pw91/cc-pvtz, are plotted. The tensor parameters are in the icosahedral representation [194]. From Ref. [17].
Fig. 10.
Haouamine A and the possible intermolecular motions that have been identified in this molecule (N-inversion and phenylene group rotation). Reproduced from Ref. [196].
Fig. 11.
Fits between experimental and calculated $^{13}$C chemical shifts for menthol conformers with different dihedral angles of the isopropyl group. Reproduced from Ref. [197].
Fig. 12.
Schematic structure of the naphthalene molecular tweezers host guest complex with dicyanobenzene guest. From Ref. [199].
Fig. 13.
Unit cell of N,N-bis(diphenylphosphino)-N-((S)-α-methylbenzyl)amine and correlation between calculated and experimental $^{31}$P chemical shifts in the same compound. There are two resonances for each molecule for a total of eight different resonances. The points marked as stars correspond to the average chemical shifts for each molecule in the unit cell. From Ref. [215].
Fig. 14. Calculated $^{13}$C isotropic chemical shifts, $\delta_{\text{iso}}$, of the zigzag $(n)$ 7–21 and four chiral (4, 2), (6, 2), (6, 3), and (8, 2) single-walled nanotubes (SWNTs) as a function of the tube diameter ($d$). The solid black lines are the fits to $l = 1$ and 2 zigzag SWNTs, respectively. Where $l = \text{mod}(n - m, 3)$. The calculated $\delta_{\text{iso}}$ of an isolated graphene sheet is labeled as a black dashed line. The values of the semimetallic SWNTs are averaged over the maximal neighboring odd and even Monkhorst-Pack $k$-points. From Ref. [218].
Fig. 15.
Experimental and simulated (overlaid) static spectra of the Pennsylvania anthracene coal number PSOC-867. The lower trace shows the bands and relative intensities used to obtain the two tensor fit. Reproduced from Ref. [222].
Fig. 16.
Stereoisomers of artarborol that are consistent with the calculated $^1$H and $^{13}$C chemical shifts. From Ref. [224].
Fig. 17.
(a) High-resolution solid state NMR spectrum for the β-polymorph of the p-formyl-trans-cinnamic acid with the proposed disorder of the formyl group shown in the insert. (b) Crystal structure of the β-polymorph of p-formyl-trans-cinnamic acid determined from powder X-ray diffraction data viewed along the a axis and with only the major orientation of the formyl group shown. Powder-ray diffraction Rietveld refinement of the β-polymorph of p-formyl-trans-cinnamic acid is shown in (c) and (d) for the ordered model of the formyl group ($R_{wp} = 3.27\%$) and the disordered model of the formyl group ($R_{wp} = 2.87\%$), respectively. Apart from the description of the order/disorder of the formyl group, all other aspects of the refinement calculations are the same for (c) and (d). The red boxes highlight the region of the powder X-ray diffraction pattern corresponding to the greatest improvement in the quality of the fit of the disordered model. From Ref. [226].
Fig. 18.
Least-squares superposition of the chemical shift optimized structure with the original neutron diffraction structure of Nishiyama et al. [228] (shown as the transparent model). The rms difference for all atoms is 0.57 Å and 0.37 Å for heavy atoms alone. The unit cell is viewed from slightly below the origin of \(a/b/c\). From Ref. [227].
Fig. 19.
Calculated principal $^{13}$C chemical shift tensor components ($\delta_{11}$, $\delta_{22}$, $\delta_{33}$) plotted against the experimental values. The values after optimization with isotropic chemical shift-pseudo forces are displayed as filled circles (●), while the result evaluated from the original (non-optimized) diffraction structure are open circles (○). From Ref. [227].
Fig. 20.
The initial structure, solved using XRD for the heavy-atom positions and SSNMR for the OH hydrogen orientations, is in excellent agreement with diffraction data but gives a poor fit of the computed $^{13}$C shielding tensor principal values with the corresponding experimental data. This large error in the SSNMR fit indicated that further refinement was possible. A significant improvement in the fit (○) was obtained in the final refinement by adjusting bond lengths and valence angles computationally, while holding dihedral angles constant at XRD values. Computed shielding at sp$^2$ sites have systematic errors that are less problematic at sp$^3$ carbons. The trend lines shown here are intended to show only overall improvement in the correlation and do not reflect these systematic differences. From Ref. [229].
Fig. 21.
Atom numbering used in paclitaxel from Ref. [231].
Fig. 22.
The five conformer models (a) providing high probability matches to the experimental chemical shift principal values of paclitaxel (form 2a) and the eight conformers (b) models providing probable matches to the experimental chemical shift principal values of paclitaxel (form 2b). From Ref. [231]
Table 1

Absolute shieldings (ppm) of commonly used reference compounds. All values are from Ref. [26].

<table>
<thead>
<tr>
<th>Nucleus</th>
<th>Primary reference</th>
<th>Secondary reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^1$H</td>
<td>H atom, $\sigma_{iso} = 17.733$</td>
<td>H$<em>2$O, $\sigma</em>{iso} = 25.790$</td>
</tr>
<tr>
<td>$^{13}$C</td>
<td>CO, $\sigma_{iso} = 3.20$</td>
<td>TMS, $\sigma_{iso} = 185.4$</td>
</tr>
<tr>
<td>$^{15}$N</td>
<td>NH$<em>3$, $\sigma</em>{iso} = 264.54$</td>
<td>CH$_3$NO$<em>2$, $\sigma</em>{iso} = -135.0$</td>
</tr>
<tr>
<td>$^{17}$O</td>
<td>CO, $\sigma_{iso} = -42.3$</td>
<td>H$<em>2$O, $\sigma</em>{iso} = 307.9$</td>
</tr>
<tr>
<td>$^{19}$F</td>
<td>HF, $\sigma_{iso} = 410$</td>
<td>CFCI$<em>3$, $\sigma</em>{iso} = 189.9$</td>
</tr>
<tr>
<td>$^{31}$P</td>
<td>PH$<em>3$, $\sigma</em>{iso} = 597$</td>
<td>H$_3$PO$<em>4$, $\sigma</em>{iso} = 356$</td>
</tr>
<tr>
<td>$^{33}$S</td>
<td>OCS, $\sigma_{iso} = 843$</td>
<td>CS$<em>2$, $\sigma</em>{iso} = 581$</td>
</tr>
</tbody>
</table>
Table 2
Non-vanishing components of the diamagnetic, $\sigma^d_{\alpha\beta}$, and paramagnetic, $\sigma^p_{\alpha\beta}$, components of the shielding tensor for different point groups. From Ref. [30].

<table>
<thead>
<tr>
<th>Point group symmetry at the site of the nucleus</th>
<th>Number of independent components</th>
<th>$\sigma^d_{\alpha\beta}$</th>
<th>$\sigma^p_{\alpha\beta}$</th>
<th>Non-vanishing components for the symmetric, $\sigma^d_{\alpha\beta}$, and antisymmetric, $\sigma^p_{\alpha\beta}$, components</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_1, C_i$</td>
<td>6</td>
<td>9</td>
<td></td>
<td>$\sigma_{xx}, \sigma_{yy}, \sigma_{zz}, \sigma_{xy}$, $\sigma_{yx}$, $\sigma_{xz}$, $\sigma_{zx}$, $\sigma_{yz}$, $\sigma_{zy}$</td>
</tr>
<tr>
<td>$C_2, C_2, C_{2h}$</td>
<td>4</td>
<td>5</td>
<td></td>
<td>$\sigma_{xx}, \sigma_{yy}, \sigma_{yz}$, $\sigma_{zx}$, $\sigma_{xy}$</td>
</tr>
<tr>
<td>$C_{2v}, D_2, D_2$</td>
<td>3</td>
<td>3</td>
<td></td>
<td>$\sigma_{xx}, \sigma_{yy} = \sigma_{xy}$</td>
</tr>
<tr>
<td>$C_{3v}, S_6, C_{3v}, C_{6h}$</td>
<td>2</td>
<td>3</td>
<td></td>
<td>$\sigma_{xx}, \sigma_{yy} = \sigma_{xy}$</td>
</tr>
<tr>
<td>$C_{4v}, D_4, D_4, D_4, C_3, D_3, D_3, D_3$</td>
<td>2</td>
<td>2</td>
<td></td>
<td>$\sigma_{xx} = \sigma_{yy}$</td>
</tr>
<tr>
<td>$D_{3h}, C_{3v}, D_{6h}, D_{6h}$</td>
<td>2</td>
<td>1</td>
<td></td>
<td>$\sigma_{xx} = \sigma_{xy}$</td>
</tr>
<tr>
<td>$T, T_d, T_d, O, O_h$</td>
<td>1</td>
<td>1</td>
<td></td>
<td>$\sigma_{xx} = \sigma_{xy}$</td>
</tr>
</tbody>
</table>

$^a$Paramagnetic component along the z-axes.
Table 3

Calculated effects of the electron correlation on chemical shifts using different methods. All values are absolute shieldings in ppm, from Ref. [110].

<table>
<thead>
<tr>
<th></th>
<th>SCF</th>
<th>MP2</th>
<th>MP3</th>
<th>MP4</th>
<th>CCSD</th>
<th>CCSD(T)</th>
<th>MCFS</th>
<th>Exp.</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH₄</td>
<td>194.8</td>
<td>201.0</td>
<td>198.8</td>
<td>199.5</td>
<td>198.7</td>
<td>199.1</td>
<td>198.2</td>
<td>198.4</td>
</tr>
<tr>
<td>CO</td>
<td>−25.5</td>
<td>10.6</td>
<td>−4.2</td>
<td>12.7</td>
<td>0.8</td>
<td>5.6</td>
<td>8.2</td>
<td>3.29</td>
</tr>
<tr>
<td>CO₂</td>
<td>−87.7</td>
<td>−46.5</td>
<td>−68.3</td>
<td>−44.0</td>
<td>−56.0</td>
<td>−52.9</td>
<td>−38.9</td>
<td>−38.7</td>
</tr>
<tr>
<td>H₂O</td>
<td>328.1</td>
<td>346.1</td>
<td>336.7</td>
<td>339.7</td>
<td>336.9</td>
<td>337.9</td>
<td>335.3</td>
<td>357.6</td>
</tr>
<tr>
<td>NH₃</td>
<td>262.3</td>
<td>276.5</td>
<td>270.1</td>
<td>271.8</td>
<td>269.7</td>
<td>270.7</td>
<td>273.3</td>
<td></td>
</tr>
<tr>
<td>N₂</td>
<td>−112.4</td>
<td>−41.6</td>
<td>−72.2</td>
<td>−48.5</td>
<td>−53.9</td>
<td>−58.1</td>
<td>−53.1</td>
<td>−57.3</td>
</tr>
<tr>
<td>HF</td>
<td>413.6</td>
<td>424.2</td>
<td>417.8</td>
<td>419.9</td>
<td>418.1</td>
<td>418.6</td>
<td>419.6</td>
<td>420.0</td>
</tr>
<tr>
<td>F₂</td>
<td>−167.9</td>
<td>−170.0</td>
<td>−176.9</td>
<td>−180.7</td>
<td>−171.1</td>
<td>−186.5</td>
<td>−136.6</td>
<td>−196.0</td>
</tr>
</tbody>
</table>
Table 4

RMS error between calculated and experimental chemical shifts for different exchange correlation functional for a set of small molecules. All values are in ppm from Refs. [115,116], calculated using the GIAO method with a qz2p basis set and MP2/tz2p geometries.

<table>
<thead>
<tr>
<th></th>
<th>RMS</th>
<th>HF</th>
<th>LDA</th>
<th>B3PW91</th>
<th>B3LYP</th>
<th>MP2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{13}$C</td>
<td>11.5</td>
<td>16.1</td>
<td>7.7</td>
<td>9.2</td>
<td>8.7</td>
<td>9.5</td>
</tr>
<tr>
<td>$^{15}$N</td>
<td>49.3</td>
<td>34.6</td>
<td>20.0</td>
<td>21.7</td>
<td>27.5</td>
<td>29.1</td>
</tr>
</tbody>
</table>
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Table 5

Standard deviation, Stdv., the slope and the intercept defining the linear correlation between calculated $^1$H shieldings and measured chemical shifts in selected molecules from the G2 and G3 sets. From Ref. [191].

<table>
<thead>
<tr>
<th></th>
<th>BMLYP</th>
<th></th>
<th></th>
<th>MPW1PW91</th>
<th></th>
<th></th>
<th>OLYP</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CSGT</td>
<td>GIAO</td>
<td>IGAIM</td>
<td>CSGT</td>
<td>GIAO</td>
<td>IGAIM</td>
<td>CSGT</td>
<td>GIAO</td>
<td>IGAIM</td>
</tr>
<tr>
<td>Stdv.</td>
<td>0.341</td>
<td>0.195</td>
<td>0.340</td>
<td>0.342</td>
<td>0.203</td>
<td>0.341</td>
<td>0.353</td>
<td>0.201</td>
<td>0.352</td>
</tr>
<tr>
<td>Slope</td>
<td>−1.21</td>
<td>−0.93</td>
<td>−1.21</td>
<td>−1.21</td>
<td>−1.21</td>
<td>−1.21</td>
<td>−1.21</td>
<td>−1.21</td>
<td>−1.21</td>
</tr>
<tr>
<td>Intercept</td>
<td>36.4</td>
<td>29.8</td>
<td>29.8</td>
<td>29.8</td>
<td>29.8</td>
<td>29.8</td>
<td>29.8</td>
<td>29.8</td>
<td>29.8</td>
</tr>
</tbody>
</table>
Table 6

Standard deviation, Stdv., the slope and the intercept defining the linear correlation between calculated $^{13}$C shieldings and measured chemical shifts in selected molecules from the G2 and G3 sets. From Ref. [191].

<table>
<thead>
<tr>
<th></th>
<th>B3LYP</th>
<th></th>
<th>MPW1PW91</th>
<th></th>
<th>OLYP</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CSGT</td>
<td>GIAO</td>
<td>IGAIM</td>
<td>CSGT</td>
<td>GIAO</td>
<td>IGAIM</td>
</tr>
<tr>
<td>Stdv.</td>
<td>4.1056</td>
<td>3.6650</td>
<td>4.109</td>
<td>3.780</td>
<td>3.385</td>
<td>3.782</td>
</tr>
<tr>
<td>Slope</td>
<td>−1.02</td>
<td>−1.02</td>
<td>−1.02</td>
<td>−1.02</td>
<td>−1.02</td>
<td>−1.02</td>
</tr>
<tr>
<td>Intercept</td>
<td>176.7</td>
<td>191.9</td>
<td>191.9</td>
<td>191.9</td>
<td>191.9</td>
<td>191.9</td>
</tr>
</tbody>
</table>
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Table 7

Standard deviation, Stdv., the slope and the intercept defining the linear correlation between calculated $^{15}\text{N}$ shieldings and measured chemical shifts in selected molecules from the G2 and G3 sets. From Ref. [191].

<table>
<thead>
<tr>
<th></th>
<th>BLYP</th>
<th></th>
<th></th>
<th>MPW1PW91</th>
<th></th>
<th></th>
<th>OLYP</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CSGT</td>
<td>GIAO</td>
<td>IGAIM</td>
<td>CSGT</td>
<td>GIAO</td>
<td>IGAIM</td>
<td>CSGT</td>
<td>GIAO</td>
</tr>
<tr>
<td>Stdv.</td>
<td>38.40</td>
<td>40.16</td>
<td>38.40</td>
<td>40.32</td>
<td>41.83</td>
<td>40.32</td>
<td>36.66</td>
<td>38.48</td>
</tr>
<tr>
<td>Slope</td>
<td>0.83</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
</tr>
<tr>
<td>Intercept</td>
<td>141.4</td>
<td>134.1</td>
<td>134.1</td>
<td>134.1</td>
<td>134.1</td>
<td>134.1</td>
<td>134.1</td>
<td>134.1</td>
</tr>
</tbody>
</table>
Table 8

Standard deviation, Stdv., the slope and the intercept defining the linear correlation between calculated $^{15}$N shieldings and measured chemical shifts in selected molecules from the G2 and G3 sets. From Ref. [191].

<table>
<thead>
<tr>
<th>Method</th>
<th>B3LYP CSGT</th>
<th>B3LYP GIAO</th>
<th>B3LYP IGAIM</th>
<th>MPW1PW91 CSGT</th>
<th>MPW1PW91 GIAO</th>
<th>MPW1PW91 IGAIM</th>
<th>OLYP CSGT</th>
<th>OLYP GIAO</th>
<th>OLYP IGAIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stdv.</td>
<td>91.72</td>
<td>90.37</td>
<td>91.72</td>
<td>92.25</td>
<td>91.41</td>
<td>92.25</td>
<td>89.58</td>
<td>88.06</td>
<td>89.58</td>
</tr>
<tr>
<td>Slope</td>
<td>-0.96</td>
<td>-0.94</td>
<td>-0.94</td>
<td>-0.94</td>
<td>-0.94</td>
<td>-0.94</td>
<td>-0.94</td>
<td>-0.94</td>
<td>-0.94</td>
</tr>
<tr>
<td>Intercept</td>
<td>219.7</td>
<td>237.7</td>
<td>237.7</td>
<td>237.7</td>
<td>237.7</td>
<td>237.7</td>
<td>237.7</td>
<td>237.7</td>
<td>237.7</td>
</tr>
</tbody>
</table>