Computational techniques for efficient conformational sampling of proteins
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Abstract

In this review, we summarize the computational methods for sampling the conformational space of biomacromolecules. We discuss the methods applicable to find only lowest energy conformations (global minimization of the potential-energy function) and to generate canonical ensembles (canonical Monte Carlo method and canonical molecular dynamics method and their extensions). Special attention is devoted to the use of coarse-grained models that enable simulations to be enhanced by several orders of magnitude.

Introduction

Searching the conformational space of biological macro-molecules (in particular proteins), also termed conformational sampling, is of fundamental interest because of the tight relationship between accessible conformations and function. The primary interest here is its importance for obtaining stable states, that is, structure, kinetic, and thermodynamic properties, and folding pathways of biological macromolecules, for example, proteins. Early approaches to compute protein structure involved global optimization of potential energy [1, 2], but these were only partially successful in special cases in which entropic effects were less important than enthalpy. At room temperature, the entropic effect can favor a basin that does not contain the global minimum of the potential energy, as illustrated in Figure 1.

The thermodynamically correct approach to conformational sampling should seek the basin with the lowest free energy for the whole system [3, 4], that is, the protein plus the surrounding medium, usually water. Therefore, this article will first treat global optimization of a target function, with most emphasis on the potential-energy function, and then will consider canonical sampling and generalized-ensemble sampling. The focus of this review is on techniques that facilitate simulations of structure and folding of real-size proteins and we, therefore, emphasize the use of coarse-grained models; for treatment of systems at atomic detail and use of experimental information in sampling, the reader is referred to recently published reviews [5, 6].

Global optimization of the potential-energy function and other target functions

In the protein-folding field, a variety of physics-based procedures for global optimization of potential energy have been proposed. Details of many of them are described in references [1, 2]. These procedures fall into four categories:
Deterministic methods—The deterministic methods include (i) a build-up procedure that finds local minima of short fragments by exhaustive energy minimization, and then combines these short fragments into longer ones, with minimization of the energies of the longer fragments [1,2]; (ii) a self-consistent electrostatic field (SCEF) method that alters conformation to achieve optimal alignment of each peptide-group dipole with respect to the local electric field at that peptide group [1,2]; (iii) a self-consistent multitorsional field (SCMTF) method that is based on the fact that the ground-state solution of the Schrödinger equation provides information about the location of the global minimum of a potential function, that is, the maximum of the square of the ground-state wave function is very often close to the global minimum [1,2]; (iv) deformation methods in which the multi-dimensional energy surface is smoothed, either by solving the diffusion equation (DEM) or by scaling the distance variables (DSM) in the potential-energy function, to locate the global minimum [1,2].

Stochastic and hybrid methods—The stochastic and hybrid methods include (v) Monte Carlo with minimization (MCM) whereby combinatorial optimization with Monte Carlo is combined with energy minimization to find local minima; related approaches are basin hopping [1,2], and αBB, a branch-and-bound method [7]; (vi) electrostatically driven Monte Carlo (EDMC), which is a combination of SCEF and MCM, (vii) self-consistent basin-to-deformed basin mapping (SCBDBM) that locates large regions of conformational space containing low-energy minima by coupling them to some of the greatly reduced number of minima on a highly deformed surface.

Genetic algorithms—Conformational space annealing (CSA) [8] is a frequently used genetic type algorithm; it combines essential aspects of the build-up procedure and a genetic algorithm and searches the whole conformational space in early stages, and then narrows the search to smaller regions with low energy. CSA has been applied to find the lowest energy structures of proteins [1,2] and to protein sequence alignment [9].

A hierarchical approach—Finally, a hierarchical approach is based on carrying out an extensive coarse-grained search with the CSA method using a united-residue (UNRES) force field. The set of families of low-energy UNRES conformations obtained with CSA is then converted to an all-atom representation, and the search is continued with the EDMC method [1,2,10]. Other coarse-grained approaches have been presented by Levitt [11], Koliński and co-workers [12,13], Brown and Head-Gordon [14], and Izvekov and Voth [15].

Over the years, the approaches, based on global optimization of potential energy, have facilitated the development and evolution of physics-based methods to compute three-dimensional structures of native proteins and the pathways leading to them. They also serve as components of the more extensive procedures, including introduction of entropic effects, discussed in the remaining sections of this article.

Canonical sampling—The goal of this approach is to obtain a set of low-energy conformations of the system under study distributed according to the Boltzmann law, that is, $P(X_i) \sim \exp(-E(X_i)/kT)$ where $P(X_i)$ is the probability of occurrence of the conformation described by the variables $X_i$, $E(X_i)$ is the energy of this conformation, $k$ is the Boltzmann constant and $T$ is the absolute temperature. Two approaches can be considered as prototypes of canonical sampling: the Monte Carlo (MC) method of Metropolis [16] and the molecular dynamics (MD) method [17]. Both methods provide not only canonical ensembles but also trajectories of conformational changes.

The basic MC algorithm can be summarized as follows: perturb the current conformation at random, compute the energy of the new conformation and, if the energy is lower than the energy of the old conformation, replace the old conformation with the new one; if not, accept the new
conformation with probability $\exp(-\Delta E/kT)$, where $\Delta E$ is the difference between the energy of the new and the old conformation. The process is iterated until the ensemble averages converge. The ensemble averages are updated every given number of steps. Thus, the MC approach requires only energy evaluation but its efficiency is hampered by small steps that must be taken to achieve a sufficient acceptance rate.

Several methods have been developed to speed up Monte Carlo search. Koliński and co-workers [12,13,18] discretized the conformational space of polypeptide chains in a coarse-grained representation to a high-resolution lattice, and designed a set of efficient moves, many of them being collective moves of virtual bonds. Use of a lattice enabled them to pre-compute and store many energy contributions to save time. In connection with knowledge-based information, their model of polypeptide chains and search algorithm were applied successfully to protein-structure prediction [13] and to study folding pathways [18]. Recently, Shakhnovich and co-workers [19] designed a knowledge-based move set to carry out all-atom off-lattice simulations of protein folding with their statistical potential. In the high-directional Monte Carlo (HDMC) method [20], the sampling scheme estimates the shape of an energy hypersurface as a covariance tensor to generate variable Monte Carlo steps. The force-bias [21] and hybrid [22] Monte Carlo methods bias a MC step towards the direction of the forces or one determined by an MD step. With these extensions, the efficiency of the MC approach in terms of the convergence of ensemble averages becomes comparable to [23] or higher [24] than that of canonical MD.

In the MD approach, Newton’s or Lagrange’s equations of motion are solved by numerical integration, which provides much higher efficiency of a single step compared to canonical MC, but involves the expense of computing the energy gradient. Because solving equations of motion in their original form keeps the total energy and not the temperature, or temperature and pressure, constant, thermostat, or thermostat and barostat terms must be included. Details of MC and MD algorithms can be found in the excellent book by Frenkel and Smit [17] and in a recent review [25].

Given the potential-energy function, the efficiency of MD depends primarily on the length of the time step in the numerical-integration algorithm, which is 1 fs for all-atom representations with all covalent bonds unconstrained, and 2 fs for those with bonds constrained; this is orders of magnitude smaller than the biological time scale. Nevertheless, ab initio folding of the villin headpiece, a 36-residue protein, in explicit water has been studied by Duan and Kollman [26]. Extension of the time step can be achieved by reducing the set of variables, for example, to the torsional angles only [27,28], although such an approach introduces additional computational cost because of the appearance of a non-diagonal inertia tensor and non-inertial forces [6]. Treating the solvent at the mean-field level reduces computational time and accelerates movement along the trajectory; such an approach enables one to study ab initio folding of small proteins [29]. Use of coarse-grained models of polypeptide chains provides a 4000-fold increase of efficiency compared to all-atom simulations with explicit solvent and, consequently, ab initio studies of protein folding in real time [3]. It must be noted, however, that the introduction of coarse-graining or even implicit solvent results in distortion of the time scale of simulations because the fast degrees of freedom are averaged out [3].

Non-Boltzmann and generalized-ensemble sampling—Because empirical force fields usually produce rough energy landscapes, canonical MC and MD often become trapped at low temperatures and, moreover, sample higher energy regions poorly. A variety of approaches have been developed to overcome energy barriers and to provide sufficient sampling. In the umbrella-sampling method [30], a set of restraints is imposed on selected variables or groups of variables [reaction coordinate(s)] to enhance sampling in selected regions of conformational space, and the weighted-histogram analysis method (WHAM) [31]...
is applied to remove the contribution from the biasing potential. This approach was applied to construct energy landscapes of proteins [32] and to generate decoy sets for optimizing protein force fields [4,33]. In the simulated-annealing (SA) technique [34], simulations start at a high temperature, which is gradually decreased until reaching the desired value. The performance of the method depends very much on the cooling schedule.

One of the most effective sampling methods is the replica-exchange method (REM) [35,36], in which $n$ replica systems, each being a canonical ensemble, and each at a different temperature, are simulated by using MC or MD. At given intervals, exchanges of temperatures are attempted between neighboring replicas; each exchange is accepted or rejected by the Metropolis criterion. Appropriate choice of the temperature distribution is a crucial issue [37]. A recently developed adaptive feedback-optimized algorithm [37] minimizes the round-trip times between the lowest and highest temperatures. In complex cases, in which there are subtle bottlenecks in the probability of exchange of conformations, the round-trip time is likely to characterize the overall efficiency of parallel tempering better than that obtained with the average acceptance probability.

Instead of, or in addition to temperatures, restraints [38,39] or Hamiltonians [39,40] are exchanged between replicas. The multiplexing variant of REM (MREM) [41,42] enhances sampling by multiplexing the replicas with a number of independent MC or MD runs at each temperature.

Exchanging temperatures between replicas greatly enhances the chance of a trapped conformation to overcome kinetic barriers and, therefore, accelerates the convergence of ensemble averages. However, trajectory information is lost in the process. The REM and MREM methods have been applied extensively in studying protein free-energy landscapes and finding low-energy conformations of proteins both in the all-atom [39,43,44] and coarse-grained approaches [4].

Multicanonical algorithms are another class of methods, in which energy is replaced in the Metropolis criterion by the logarithm of the density of states (the microcanonical entropy) [45]. A simulation is converged when all energies are sampled with the same frequency; therefore, this method is well suited to overcome energy barriers. Once the density of states is obtained, all ensemble averages can be computed. The multicanonical methods have been applied to peptides and proteins both at the all-atom [46,47] and coarse-grained [42] level, both in connection with MC and MD and to study protein folding with lattice models [48]. Two methods that combine replica exchange and a multicanonical algorithm, one by using replica exchange to generate the initial density of states (the REMUCA algorithm) and, the second one, by performing a replica-exchange simulation with a small number of replicas, each covering a different region of the energy space (the MUCAREM algorithm) [47], respectively, have been introduced recently. We recently [42] implemented the MUCA, REMUCA, and MUCAREM algorithm to our coarse-grained UNRES force field and found that they do not offer significant advantage over the MREM method, while involving the computation of the gradient of the density of states that has to be evaluated numerically and is unstable particularly in low-energy regions where the density of states is low.

A technique termed locally enhanced sampling (LES) [49,50] was designed to tackle problems, such as ligand binding [49], ligand diffusion or loop optimization in proteins [50], where the conformation of only a small part of the system must be explored thoroughly, while the conformation of the rest of the system stays almost intact. In this method, multiple copies of the smaller part are generated and create a mean field acting on the bulk of the system.
Conclusions and outlook

Techniques to sample conformational space, both to find the low-energy conformations and to compute canonical ensembles and ensemble averages underwent enormous progress since the seminal work of Metropolis and co-workers [16]. The genetic algorithms such as the CSA method [8] are currently definitely the most efficient in finding the global minimum of the potential-energy function, while algorithms based on the replica-exchange approach [35,36] are the most effective to obtain canonical ensembles. All these algorithms are ideal targets for parallelization and have benefited enormously from the advent of distributed computing. Additional acceleration of computations is achieved by introducing the hierarchical (multiscale) approach, in which the bulk of the computations is carried out at the coarse-grained level. Such an approach can soon provide the possibility of reaching the millisecond time scale [3]. The crucial factor here is the development of physics-based coarse-grained potentials that could reproduce the structure and thermodynamics of macromolecules [4].
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Figure 1.
Illustration of the importance of the entropic effect for the probability of occurrence of a particular family of structures. The energy surface shown in the picture contains a narrow minimum (left), which is the global minimum, and a broad basin of minima (right). The horizontal line is the approximate boundary of the accessibility of the regions of conformational space belonging to these two basins, $\Delta E$ being the thermal energy at absolute temperature $T$, $g$ the number of degrees of freedom, and $R$ the universal gas constant. The area closed by the energy curve and the corresponding horizontal line is related to the entropy of each basin. Consequently, at sufficiently high temperature, the free energy of conformations that belong to the right basin will be significantly lower than that of the global-minimum region and these conformations will, therefore, be more probable than those corresponding to the global minimum of the potential energy.