Dynameomics: A comprehensive database of protein dynamics
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Summary

The dynamic behavior of proteins is important for an understanding of their function and folding. We have performed molecular dynamics simulations of the native state and unfolding pathways of over 1000 proteins, representing the majority of folds in globular proteins. These data are stored and organized using an innovative database approach, which can be mined to obtain both general and specific information about the dynamics and folding/unfolding of proteins, relevant subsets thereof, and individual proteins. Here we describe the project in general terms and the type of information contained in the database. Then we provide examples of mining the database for information relevant to protein folding, structure building, the effect of single-nucleotide polymorphisms, and drug design. The native state simulation data and corresponding analyses for the 100 most populated metafolds, together with related resources, are publicly accessible through www.dynameomics.org.

Article Highlights

- Dynameomics database has >7000 simulations of >1000 proteins totaling ~200 μs
- The target proteins represent nearly all globular protein domains
- Applications include protein folding, effect of mutations and drug design
- Native simulations of Top 100 protein folds available at Dynameomics.org
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Introduction

Proteins are in constant motion. This motion, or dynamics, is the cumulative effect of the forces upon, and exerted by, all atoms that make up the protein and its surroundings. As Feynman stated in his Lectures in Physics (Feynman et al., 1963), “… everything that living things do can be understood in terms of the jigglings and wigglings of atoms”. The problem is that this information is hard to obtain in detail and extremely complex, in particular for large molecular structures such as proteins. Not only do local atomic positions in proteins change constantly, but proteins also sample different conformational substates over time. Yet, detailed information on the dynamics of proteins is important for understanding protein folding (Daggett and Fersht, 2003; Schaeffer et al., 2008), the disease-causing misfolding of proteins (Chiti and Dobson, 2006; Daggett, 2006) and the biological function of proteins (Karplus and Kuriyan, 2005; Glazer et al., 2009). Recent studies also demonstrate that protein dynamics is crucial for signal transduction (Smock and Gierasch, 2009) and can even play an important role in evolution (Tokuriki and Tawfik, 2009), but for many proteins it is not yet understood how their movements affect their function, as well as how dynamics is related to the three-dimensional fold.

Computer simulation offers the possibility to study biomolecules and their dynamics in great detail, at high temporal and spatial resolution, thereby complementing information that is accessible by experiment (Fersht and Daggett, 2002; Van der Kamp et al., 2008). Molecular dynamics (MD) simulation, based on Newtonian mechanics, is a widely used and well-developed approach to obtain atomic-level resolution information on the dynamics of molecular systems over time, particularly for proteins in aqueous solution (Karplus and McCammon, 2002; Beck and Daggett, 2004). Increases in computer power, advances in algorithms and reduction in hardware costs have made it possible to perform simulations of proteins on a large scale. Such a large scale approach, where many different proteins are simulated for significant simulation times (tens to hundreds of nanoseconds), can be used to address general phenomena of protein dynamics, which is being pursued by a number of groups and collaborations, and in particular by two ongoing efforts: the MoDEL project (Meyer et al., 2009; Rueda et al., 2007), and our Dynameomics project (Beck et al., 2008a, b; Day et al., 2003; Scott et al., 2007; Benson and Daggett, 2008; Jonsson et al., 2009; Toofanny et al., 2010) (http://www.dynameomics.org).

The MoDEL project has recently reported on native state, aqueous phase simulations of 30 proteins (Rueda et al., 2007) from our 2003 consensus domain dictionary (Day et al., 2003), and they have compared these to equivalent gas-phase simulations (Meyer et al., 2009). For comparison, simulations of these same 30 ‘fold representatives’ have also been available through our website for nearly 4 years. The Dynameomics project focuses on native and high-temperature (unfolding) dynamics, using all-atom simulations in the aqueous phase. A detailed account of the native state dynamics of 188 proteins, including the 30 fold representatives, has been published previously (Beck et al., 2008b) as have further specific analyses of both native (Benson and Daggett, 2008) and denatured (Scott et al., 2007) states of up to 253 proteins. Currently, we have simulated and analyzed the dynamics of over 1000 proteins (amounting to a total simulation time of over 150 μs). The number of simulations publicly available through our website has recently increased from the ‘Top 30’ to the ‘Top 100’ fold representatives.

Apart from the Dynameomics and MoDEL projects, there are other initiatives to gather and analyze MD simulations of a variety of proteins, such as P-found (Silva et al., 2006) and BioSimGrid (Murdock et al., 2005; Ng et al., 2006), although less information is available for these endeavors. Nonetheless, these different projects show that large-scale investigation of protein dynamics through MD simulations of a variety of proteins is an active area of
research. Together, these efforts offer a fourth dimension (time) to the existing threedimensional structural data collected in the Protein Data Bank (PDB) (Berman et al., 2000). As realistic atomistic simulations of proteins are typically limited to the structures available in the PDB, any bias in this structural database will therefore also be present in large-scale simulation projects.

Here, we describe the Dynameomics project in detail, focusing on the use of the collected data on protein dynamics and unfolding to investigate biologically relevant questions. First, we outline the selection of target proteins and protocols used for simulation, validation, analysis, and database storage. Then, we provide examples of how the data are used for obtaining insight into protein structure and dynamics, including the use of our native state and unfolding simulations to obtain information on protein folding and kinetic stability. Further, we show how our collected simulations can be used to assess the consequences of single-nucleotide polymorphisms (SNPs), effects which are rarely evident from the static structures. Finally, we highlight how our database of protein simulations can be used for drug design and understanding thermal adaptation. All of this is made possible through a unique database structure and state-of-the-art analysis tools. A significant part of our collected and organized data is publicly accessible through our website, www.dynameomics.org.

### Generation of a consensus domain dictionary and selection of simulation targets

A comprehensive database of protein dynamics and unfolding should cover as diverse a set of protein folds as possible. We can take advantage of the fact that many proteins share similar folds, so that simulations can be limited to representatives for different folds. To assess fold similarity, we integrated three major domain dictionaries, each with a different philosophy and methodology (Day et al., 2003), thereby creating a “Consensus Domain Dictionary” (CDD). Our latest version of this CDD uses the most recent versions of these 3 classification systems: SCOP v1.73 (Nov. 2007, see www.bio.cam.ac.uk/scop; Murzin et al., 1995), CATH v3.2 (www.cathdb.info, Cuff et al., 2009), and a 2005 version of Dali (www2.ebi.ac.uk/dali, Dietmann and Holm, 2001) (Schaeffer and Daggett, unpublished data).

CDD generation is a two-step process: (1) identification of domains in each structure stored in the PDB and (2) clustering of these domains into ‘metafolds’. For each structure, a consensus domain is assigned where at least two of the dictionaries identify a domain with 80% sequence overlap. Each domain is assigned a consensus domain identifier – a triplet of the identifiers assigned by the domain dictionaries. Redundant domains (those having >95% sequence identity) are filtered out. Finally, consensus domains sharing two or more SCOP, CATH or Dali identifiers are grouped into metafolds (Figure 1A). Our current CDD contains 1695 metafolds across 80,062 domains. We aim to simulate at least one member from each metafold, which serves as a fold representative. Fold representatives were chosen on the basis of several criteria, including structure quality, size, medical relevance (structures of human proteins were given preference), experimental data, or presence of cofactors.

Metafolds are ranked by their population and simulated in that order. We have recently completed simulation and analysis of the 2010 release set (Schaeffer, Daggett., unpublished data), which contains 807 metafolds, representing 81% (64,700) of the domains in our CDD. The remaining metafolds (the difference between 1695 and 807) had no suitable simulation target, usually being of lower rank (thus having few candidate structures). Most domains were rejected because they lacked a defined hydrophobic core or regular secondary structure or removal from their structural context would expose significant hydrophobic surface area.
and/or would disrupt the continuity of secondary structure elements. Consequently, many of these domains are not truly structural or autonomous domains (see Figure 1B for examples). This large number of unsuitable targets also calls into question their use in bioinformatic studies addressing globular protein properties.

**Preparation and simulation of targets**

Coordinates for the targets to be simulated were obtained from the PDB and any missing atoms were added. For each of the targets selected, at least 1 simulation was performed at 298 K for 31 ns or more (to sample the folded or ‘native’ state) and at least 5 simulations are performed at 498 K (two of 31 ns or more and at least 3 of 2 ns or more) to map the mechanism of unfolding and sample the denatured state (Figure 2). Further targets were selected as part of our effort to examine the effects of SNPs. For these targets, 3 simulations were run for at least 31 ns at 310 K.

Each target structure was prepared for simulation by brief energy minimization and solvation in water using the experimental density for the temperature of interest. All atoms are explicitly represented using fully flexible parameters for the protein as defined in our force field (Levitt et al., 1995), with the flexible 3-center (F3C) water model (Levitt et al., 1997). MD simulation was performed with *in lucem* molecular mechanics (*ilmm*) (Beck et al., 2000–2010) and details regarding simulation protocols have been presented (Beck et al., 2008b).

**Standard analysis and quality control of simulations**

Once simulations were complete, each trajectory was characterized through an extensive set of analyses. Broadly, these analyses serve to identify gross structural changes, monitor changes in secondary structure, determine the number of contacts between protein atoms, and measure the solvent accessible surface area (SASA) of the protein, etc. For a more comprehensive list of analyses performed, see Beck et al. (2008b). The results of these analyses for the native state simulations of the Top 100 targets are available through our website. In addition to these ‘standard’ analyses, we develop and apply new data mining and analysis techniques that can further describe or isolate key features of protein motion and (un)folding.

After simulations and analyses are run, we test our simulations for stability and consistency with experiment. Testing for stability is important for two reasons: 1) since the domains we simulate do not always constitute a complete protein, the domain by itself may not be stable; 2) trajectories obtained at 298 K serve as a reference for ‘native state dynamics’, which is important for comparison with the unfolding simulations. From previous experience, we know that our simulation protocols provide stable trajectories in the vast majority of cases (Beck et al., 2008b; Beck and Daggett, 2004). To screen for unstable 298 K simulations we developed the protocols described below. To test the accuracy or validity of simulations, comparison with experiment is required, which depends upon the availability of suitable experimental data. We have shown earlier that our native state simulations compare favorably with chemical shifts and nuclear Overhauser effect crosspeaks (NOE) obtained from NMR experiments (Beck et al., 2008b). Experimental information for protein (un)folding is more limited, but we have found good agreement between our simulations and experiment in many different protein systems (see e.g. Daggett et al., 1998; Ladurner et al., 1998; Mayor et al., 2003; Daggett 2006).

For native state simulations we do not expect large rearrangements or loss of structure on our simulation timescale. On the other hand, small conformational changes from the experimentally derived starting structures are expected, and fluctuations may be necessary.
for structural stability and/or function. To quantify these concepts and obtain a general metric for stability, we calculated the structural deviation from the starting structure and fluctuation about the mean structure. These measurements are taken over the ‘core’ of the protein only, excluding large surface loops or tails that are likely to fluctuate significantly from their starting positions. Simulations with high deviations or fluctuations in their cores were examined in detail. We originally selected 821 fold representatives for simulation. For 19 of these, the native state simulation was deemed unstable. Notably, all of the starting structures were determined by NMR. In the majority of cases, simulation resulted in large changes in secondary structure or structures never reached a stable state. Additionally, exposure of the hydrophobic core of domains was often observed. 5 of the rejected simulations were successfully replaced by simulations of alternate fold representatives for which crystal structures are available. The other 14 were either the only structure for their metafold (with rank 633 or higher) or the alternatives were older PDB entries of equal or lesser quality. As no suitable replacement starting structures were available, our total set contains 807 fold representatives, or targets.

Another method to determine the stability of native state simulations is to use a ‘property space’ approach (Kazmirski et al., 1999; Beck and Daggett, 2007; Toofanny et al., 2010). We examined 15 normalized global protein properties obtained from our standard set of analyses and calculated the distance in this 15-dimensional space for each conformation in each trajectory to the mean properties of the global native ensemble. This global native reference contains structures from 183 native state simulations. Those conformations that differ significantly from the native reference were investigated, but this did not result in any more rejected simulations.

Database organization and accessibility

The database provides an organizing framework, a repository, and a variety of access interfaces for the simulation and analysis data (Figure 2). Simulations of fold representatives are organized by their CDD definition. The SNP targets are further organized around the amino acid replacements involved and their related diseases. Coordinate and analysis data are loaded into the database and linked to their respective consensus domains. The organization of the database is nontrivial as it must support highly multidimensional data, very large data volumes and be extensible. Further, access to the data has to be both flexible and fast, as an important goal of creating our comprehensive collection of simulations is to find patterns and address questions of scientific interest across thousands of simulations. To perform queries on data from hundreds or thousands of simulations, however, correctly locating, accessing and parsing data of interest is complicated. Thus, organization and access of simulation data can be significant obstacles to analysis. By using a novel hybrid database approach [partly a relational database using the Structured Query Language (SQL) and partly a Multidimensional On-line Analytical Processing (MOLAP) database] the Dynameomics database was designed to overcome these obstacles and to provide a uniform, scalable, and reliable data warehouse that facilitates information retrieval and knowledge discovery (Kehl et al., 2008; Simms et al., 2008).

The Dynameomics data warehouse consists of several components: the ‘Prep’ database (short for the Target Selection and Preparation database), the Simulation database, and the Directory database. The Prep database organizes information regarding target selection, simulation parameters, and metafolds. The Simulation database holds the protein coordinates obtained from simulations, as well as analyses. In order to access the coordinates efficiently, they must be distributed across several databases and servers. This federated model is organized by the Directory database.
The database is implemented using Microsoft SQL Server (Microsoft, 2008a) with the Windows Server operating system (Microsoft, 2003, 2008b). This platform supports a variety of interfaces, both for off-the-shelf software and user-developed code. Many programs, such as Origin (OriginLab), Microsoft Excel (Microsoft, 2007) and Stata (StataCorp, 2007), support the import of query results directly from SQL. Other programs, such as Mathematica (Wolfram Research, 2008), with drivers we adapted in-house, support both reading and writing of data in the database. The latest version of our simulation software, ilmm (Beck et al., 2000–2010), can directly transfer tabular data into the database. We have also developed a visualization engine called Dynamanal that allows external users to view many standard analyses directly from our website, using Java (Gosling, 2005). This interface is interactive and flexible, providing the ability to investigate specific time ranges in detail and to download the corresponding structures.

Contents of the Dynameomics database

Our complete database of simulations contains over 180 μs of native and unfolding simulations, stored as > 10^8 individual structures, which is 4 orders of magnitude larger than the PDB. There are approximately 45 TB of simulations and associated analysis data stored on local Linux file servers. The database representation of these simulations, which omits solvent coordinates, is over 53 TB. Table I summarizes the size of our database in terms of simulations, proteins, structures and storage requirements. The number of proteins and protein domains simulated that are fold representatives or other metafold members is over 1000. The length of these soluble proteins ranges between 29 and 417 residues, with an average size of 137. The majority of targets do not contain co-factors: 22 domains contain zinc, 9 heme and 2 calcium. Over 70% of the starting structures were determined by X-ray diffraction (average resolution: 2.06 Å), the others were obtained by NMR.

Based on E.C. classifications, about a third of our fold representatives are enzymes, the majority being transferases and hydrolases (54% of all enzymes, 27% each). The simulated domains include, for example, most of the enzymes involved in the glycolysis pathway (as found by comparison to the KEGG pathway database, http://www.genome.jp/kegg/pathway.html). According to gene ontology (GO) terms, our fold representatives include domains from proteins with a diverse range of functions, such as nucleotide binding proteins, enzyme inhibitors, transcription factors and structural proteins.

The fold representatives include proteins from 218 different source organisms. There is a strong bias towards human proteins (127 targets or 16% of fold representatives), because we deliberately selected proteins of biomedical relevance. Model organisms such as Escherichia coli (108 or 13%), mouse (43 or 5%), yeast (Saccharomyces cerevisiae, 34 or 4%), Arabidopsis thaliana (15 or 2%), rat (13 or 2%), and Drosophila melanogaster (6 or 1%) are also well represented. Most other source organisms are represented by 3 or less proteins.

After identifying all source organisms, thermal adaptation class (psychrophile, <15°C; mesophile, 15–50°C; thermophile, 50–80°C; hyperthermophile, >80°C) could be assigned by reference to publicly available databases, such as the Prokaryotic Growth Temperature Database (PGTdb, Huang et al., 2004), the American Type Culture Collection database (ATCC, www.atcc.org), and the German Resource Center for Biological Material (DSMZ; www.dsmz.de), or from the literature. Our set includes 91 proteins from 14 different thermophilic organisms (12% of fold representatives) and 52 proteins from 10 hyperthermophilic organisms (7%), reflecting the increased interest in these adapted proteins in the field of structural determination.
Residue properties and fragments

Global dynamic properties of amino acid residues in the native state of proteins can be determined using the large amount of simulation data collected. We have performed analyses of both the main-chain and side-chain properties per residue type and compared them with simulations of the GGXGG set of pentapeptides (Beck et al., 2008a), with X being any of the 20 natural occurring amino acids. GGXGG peptides are used to model amino acid behavior in the absence of tertiary contacts, i.e. in a random coil-like model. These trajectories and analyses are collected in our Structural Library of Intrinsic Residue Propensities (SLIRP), which is publicly available on the Dynameomics website.

As part of our analysis protocol, we routinely measure main chain (\(\Phi, \Psi\)) dihedral angles. Taken together over all the native state simulations in the database, these angles describe the conformational preferences in the context of different flanking residues and the overall protein environment (Figure 3A). In contrast, our simulations of the GGXGG peptides describe the intrinsic conformational preferences of each amino acid. There are distinct differences between these two sets, particularly for large hydrophobic residues, such as Leu, Met and Val. The intrinsic conformational preferences of individual residues are weak, whereas much stronger and often different preferences are observed for the residues in the context of a protein. The importance of the protein context is exemplified by Val. Surprisingly, it has a preference for the \(\alpha\)-helical state in the isolated pentapeptide, whereas the expected occurrence predominantly in \(\beta\)-structure is found in our protein simulations.

Another interesting observation is that the distributions of main-chain dihedral angles in libraries of “unstructured” or “coil” regions from protein structures in the PDB (see e.g. Jha et al., 2005; Swindells et al., 1995) are not the same as the distributions found in our GGXGG simulations. This difference indicates that such libraries may not be good models for random coil states, although there is a longstanding practice of using them for this purpose.

We have also investigated side chain conformations (or ‘rotamers’) and dynamics across our native state simulations and in the GGXGG peptides (Figure 3B). Modeled after a standard experimental rotamer library (Dunbrack and Cohen, 1997; Dunbrack, 2002), we have built a rotamer library based on our native state simulations (Scouras, Daggett, unpublished data). We find good general agreement between these two libraries. Differences exist mainly for residues with longer, usually ionized side chains (Glu, Arg, Lys) that tend to be surface exposed and therefore more difficult to determine with experimental methods. We use our rotamer library routinely to build missing side chains in experimentally determined protein structures and to introduce single residue mutations. Furthermore, we are able to measure precise waiting times in each rotamer, which rotamers individual residues tend to populate, and whether a residue has a single dominant conformation or moves between several states. Such dynamical information is limited in experimental studies. Fortunately, however, using NMR relaxation techniques, for example, order parameters reflecting motion of the side-chain methyl groups can be derived and compared with simulation (Lipari and Szabo, 1982; Wong and Daggett, 1998), but this has been done for relatively few proteins (Best et al., 2004).

Our native state simulations offer the opportunity to expand on conventional fragment libraries based on static structural data only (Chandonia et al., 2004), increasing sampling of the conformational space accessible to folded proteins. We have constructed a fragment library by dividing the sequences of all simulated proteins into all possible 3–9 residue fragments and sampled structures over time. For each structure, pairwise atomic distances for the N- and C-terminal residues were measured between N, C\(\alpha\), C\(\beta\), C, and O atoms (Figure 3C). These 25 distances efficiently describe the geometric relationship between the
terminal residues. For model building, fragment insertion is accomplished by searching for fragments that match the interatomic distances of the residues flanking the gap (i.e. the 5-residue fragment set is searched to fill a 3-residue gap). Fragments are fit into the gap by aligning the terminal fragment residues to the gap flanking residues. Using Monte Carlo sampling, we combine our main-chain fragment library and side-chain rotamer library to find the lowest energy fragment to build the missing gap. This fragment library can also be used for structure prediction.

Native state dynamics

To examine the overall native state dynamics of proteins we are using and developing a variety of techniques that go beyond standard analyses. One such technique is the application of continuous wavelet transforms to process MD simulations. Using wavelets, oscillations that are distinct from an atom’s normal background oscillations can be located. The ‘shape’ of the fluctuations of an atom can be examined, allowing one to pinpoint subtle dynamical differences (Figure 2). This method can, for example, flag specific regions and times in MD trajectories where structural rearrangements occur (Benson, Daggett, unpublished data). Wavelet analysis can further be useful to highlight subtle differences between different MD trajectories, such as those caused upon mutation.

Another technique that we have used extensively is the analysis of flexibility, based on a method outlined by Teodoro et al. (2003). Using flexibility analysis, it is possible to obtain a general view of an entire simulation by showing the primary modes of every atom. This technique was used to scan the database for regions in proteins that display flexibility uncharacteristic of their secondary structure. This revealed several unusually rigid loops with distinct properties that may constitute non-traditional secondary structure (Benson and Daggett, 2008). As we deliberately performed simulations of multiple fold members for certain metafolds, we also found that the motions of proteins in the same metafold are related and correlated with sequence similarity. The flexibility of atoms in native state simulations can also be used to predict the initial unfolding pathway; the most flexible atoms generally unfold early in the process, and the direction of their flexibility reflects how the unfolding will occur (Figure 4A).

Defining states in protein unfolding simulations

Simulations of protein unfolding can reveal a great deal of information about how a protein folds (Daggett, 2002), and simulations have recently provided direct proof of microscopic reversibility in protein folding (Day and Daggett, 2007; McCully et al., 2008). As a protein unfolds, it moves from the native state through a transition state (TS) and possibly one or more well-populated intermediate states before entering the denatured state ensemble. Together, these states comprise a qualitative reaction coordinate for protein unfolding. Determining the location of a protein along this reaction coordinate is, however, nontrivial.

One effective way of classifying conformational states along an unfolding pathway is a conformation clustering method (Li and Daggett 1994, Li and Daggett 1996). For a given unfolding trajectory, an all-by-all matrix of the Cα RMSD of each structure to every other structure is calculated. Thereafter, multidimensional scaling is used on the resulting matrix to reduce it to 3D. In the resulting 3-dimensional projection, points close in space are necessarily similar (i.e. have a low Cα RMSD). We use this projection to identify putative TS ensembles (as defined by the point-of-no-return from the native-like cluster) and possible intermediate states along the unfolding pathway (Li and Daggett, 1994).

We have also developed a multidimensional property space approach (Kazmirski et al., 1999; Beck and Daggett, 2007; Toofanny et al., 2010) to define different states. Reaction
coordinates of one or two properties have previously been used (see e.g. Sheinerman and Brooks, 1998), but these are often insufficient to clearly distinguish states. In Figure 4B (first plot), an unfolding trajectory of the bacterial immunity protein Im7 is projected using measurements of radius of gyration and fraction of native contacts ($Q$). To illustrate the concept of a multidimensional property space, 4 global protein properties in an unfolding simulation of Im7 are projected in 3 dimensions in Figure 4B (second plot). Instead of 4 properties, a set of 15 properties derived from our standard analysis protocols is used to define a multidimensional property space, which can be used to describe protein unfolding. The properties include the number of native and nonnative contacts, radius of gyration, end-to-end distance, a range of solvent-accessible surface measurements, and the fractions of $\alpha$-helix and $\beta$-sheet. In this way, assignments of conformational states are based on physical properties (rather than structures per se), as is routinely done in experimental studies.

By comparing the distance in this property space between the ensemble of structures in our native state simulations and all structures in our unfolding simulations, we can create a reaction coordinate for protein folding: structures are native-like when they are close in property space to the native ensemble, and denatured when they are distant. Principal component analysis (PCA) on our multi-property description of the unfolding process can be used to filter the high dimensional data into a descriptive 2 or 3D representation (Kazmirski et al., 1999) (Figure 4B, 3rd plot). These representations of the underlying property space data reveal clusters of time points with similar overall properties, defining native, intermediate and denatured clusters. Another way to analyze these data is to calculate the distances in property space between each structure in an unfolding simulation and all the structures in the native state ensemble. In this way a multidimensional-embedded, one-dimensional reaction coordinate for unfolding can be obtained by taking the average distance for each unfolding structure to every structure in the native state ensemble and plotting these distances as a histogram (Figure 4B, 4th plot) (Toofanny et al., 2010). This procedure effectively reduces the 15-dimensional space to one dimension. Together, these methods provide a means of comparing multiple trajectories, enabling the identification of important unfolding species. In the case of Im7, the property-space analysis agrees with experimental data that show an intermediate in the folding pathway (Figure 4B, 3rd plot) (Capaldi et al., 2002; Friel et al., 2009), while the simpler, more common approach does not (Figure 4B, 1st plot).

Properties of denatured and transition state ensembles

After assigning native, transition and denatured state ensembles, further conformation-specific analysis can be performed. To compare features of the overall native, transition and denatured state ensembles directly, average properties over all proteins were calculated. As expected, the average Ca RMSD increases significantly as the proteins unfold (3.1 ± 1.1 Å, 5.2 ± 0.9 Å and 13.6 ± 2.9 Å for native, TS and denatured ensembles, respectively). The average number of native contacts differs between the native, transition and denatured states, whereas nonnative contacts are only significantly increased in the denatured state (Figure 4C). As expected, there is a decrease in both $\alpha$ and $\beta$ structure as proteins unfold. The relative prevalence of specific conformations in the denatured state of proteins, such as the polyproline II ($P_{II}$) conformation, was also examined. Ever since the $P_{II}$ conformation was discovered in disordered peptides (Krimm and Tiffany, 1974; Tiffany and Krimm, 1968), there has been a lively debate regarding its prevalence and role in denatured proteins (Rath et al., 2005; Shi et al., 2006; Shi et al., 2002). In our simulations, the proportion of residues in the $P_{II}$ conformation in the denatured state ensemble is slightly lower than in the native and TS ensembles, although its proportion relative to $\alpha$ and $\beta$ conformations increases (Figure 4C).
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The large set of TS ensembles can be used to obtain information on the unfolding/folding pathways of individual proteins and fold families, as well as structural features of TS ensembles common across protein folds. When examining the set as a whole, the residues with the most contacts in the native state lose the most contacts in the TS (Jonsson et al., 2009). Furthermore, residues beginning in an \( \alpha \)-helix generally maintain more structure in the TS ensemble than residues starting in \( \beta \)-strands or any other conformation. When the set of TS ensembles is divided based on native secondary structure (all-\( \alpha \), all-\( \beta \) and mixed \( \alpha/\beta \) and \( \alpha+\beta \)), no significant differences in overall properties between these groups. When comparing unfolding simulations of members of the same metafold, there are only a few major unfolding pathways per family. Similar to our findings on the flexibility of proteins in native state simulations, the variability within the unfolding pathways is (anti-)correlated with sequence identity, i.e. the higher the sequence identity the more similar the pathways.

**The influence of SNPs on protein dynamics**

Apart from using our simulations to examine the overall and fold-specific characteristics of protein dynamics and unfolding, they can also be used to analyze the dynamics of individual proteins. One intriguing aspect of the dynamics and structure of proteins is that they can be significantly, but often subtly, influenced by small changes in amino acid sequence. For example, single nucleotide polymorphisms (SNPs) that result in single-residue mutations can play critical roles in the development of disease or response to drugs. The majority of such disease-associated SNPs, however, cause only mild destabilization of the protein (1–3 kcal mol\(^{-1}\)) (Wang and Moult, 2001; Yue et al., 2005). As part of our Dynameomics project, we are assembling a ‘SNP database’ with simulations of proteins and their disease-associated mutations, to investigate their influence on protein structure, stability, and dynamics (Figure 2). These simulations may help to reveal the mechanism behind the related phenotypic variations.

Presently, our SNP database contains simulations of 29 different wild-type proteins, and 200 associated single-point mutations, for a total of 649 simulations totaling >30 \( \mu \)s. These proteins include p53 and 8-oxoguanine glycosylase (cancer), DJ-1 (Parkinson’s disease), superoxide dismutase (amyotrophic lateral sclerosis), catechol \( O \)-methyltransferase (alcoholism and aggression in schizophrenia), transthyretin (amyloidosis), and thiopurine \( S \)-methyltransferase (drug-metabolism disorders). For several proteins, our simulations have provided insight into the molecular basis for structural disruption and destabilization by SNPs. Interestingly, a recurring theme is the ability of amino acid substitutions to induce pronounced structural disruptions at active sites distant from the mutation site. For example, simulations reveal that the V108M mutation in catechol \( O \)-methyltransferase causes a loosening and expansion of the enzyme active site, which is located 16 Å from the mutation site (Figure 5A) (Rutherford et al., 2006; Rutherford and Daggett, 2009a). However, the crystal structures of the same protein with bound cofactor and substrate analog are very similar and cannot account for the effects of the mutation (Rutherford et al., 2008a). Similar long-range structural effects were observed in simulations of polymorphisms in histamine \( N \)-methyltransferase (Rutherford et al., 2008b), thiopurine \( S \)-methyltransferase (Rutherford and Daggett, 2008), \( L \)-isoaspartate \( O \)-methyltransferase (Rutherford and Daggett, 2009b), DJ-1 (Anderson and Daggett, 2008), superoxide dismutase (Schmidlin et al., 2009) and the DNA glycosylase/\( \beta \)-lyase hOgg1 (Anderson and Daggett, 2009).

**Other applications and outlook**

The importance of dynamics is being increasingly appreciated, as illustrated by a recent contribution to *Structure* by Mauldin et al. (2009) dealing with the effect of inhibitors on the dynamics of dihydrofolate reductase. In fact, in a commentary on the Mauldin study, Peng
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(2009) stated: “First, flexibility-function structures can point to new modes of drug action that would be invisible to traditional drug design strategies that tend to focus on structure alone.” He went on to say that “Intrinsic protein motions are potentially new targets of opportunity for drug discovery. Realizing this potential calls for dynamics research into other protein systems and ligands. While such research may be ill-suited to current high-throughput environments, it may ultimately be necessary, lest we overlook an entire vista of new drug design possibilities.” We agree, but we note that not only are such high-throughput studies possible, they are in fact the basis for Dynameomics, which incorporates high-throughput simulation and analysis of representatives of all globular protein folds. Furthermore, the Dynameomics targets are enriched in proteins of biomedical relevance.

The simulations and setup of our database should be a valuable tool for drug design efforts, as we are able to systematically search for transient conformations that would allow for the binding of drugs or chemical chaperones. These molecules may then stabilize protein structure without interfering with function. One example comes from our simulations of SNPs in the transcription factor p53, the simulations show that the V143A mutation creates a surface cleft (Figure 5B). In principle, a ligand with high affinity for this cleft could stabilize the protein structure and restore its function (Figure 5C). This approach has previously been shown to be successful for a different cancer-related mutation in p53 (Boeckler et al., 2008). In order to find such drug candidates, high-resolution structures reflecting the variety of conformations sampled is important, and such information is readily available through simulation, but not through standard experimental techniques.

In addition to medical applications, the Dynameomics database can also be used to address problems in protein biophysics. A recent example is the use of simulations of one of our targets by experimentalists to help explain their results (Key et al., 2009). In this case, the PAS domain of a hypoxia-inducible factor has a large internal cavity. The simulations show that there are two main pathways for water entry and exit via a transient ‘open’ conformation. The ‘closed’ conformation, which is the form in the crystal and NMR structures, is preferred, but simulation was necessary to access the ‘open’ conformation required for water transfer and presumably ligand binding. Various experiments are consistent with the MD findings (Key et al., 2009).

Another example in the field of biophysics is the question of whether proteins from thermophilic organisms are structurally more rigid than their mesophilic counterparts, an outstanding question regarding thermal adaptation of proteins (Hernandez et al., 2000; Vieille and Zeikus, 2001). The large number of thermophilic proteins in Dynameomics should allow for a statistical comparison of the flexibility of thermophilic proteins and mesophilic proteins as a class. Previous work has focused on comparisons of individual homologous mesophile-thermophile pairs (see for example Colombo and Merz, 1999; Lazaridis et al., 1997; Motono et al., 2008). A recent literature search indicates that the number of MD simulations of thermophilic proteins currently in our database (145) significantly exceeds the number of such simulations reported to date.

These examples illustrate the power of the database approach: With the simulation data stored in an easily queryable structured repository that can be linked to other sources of biological and experimental data, current scientific questions can be addressed in ways that were previously impossible or extremely cumbersome. As exemplified above, our database of protein dynamics and unfolding simulations can be exploited in many different ways to assess general features of protein dynamics and contribute to solving “the protein folding problem”. The database also provides high-resolution information on the dynamics and unfolding of individual proteins. By making a significant number of simulations and
analysis data publicly accessible through www.dynameomics.org, others will be able to view and utilize the data we have collected for their own research purposes.
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Figure 1.
Consensus domain dictionary generation and target selection. (A) Domain dictionaries partition structures from the Protein Data Bank into domains and folds. The current versions of the SCOP, CATH and DALI domain dictionaries include about 30,000 structures. We find consensus between the domains within these separate domain dictionaries to generate consensus domains. These consensus domains are filtered by sequence to generate a non-redundant consensus domain dictionary. These non-redundant domains are then clustered into metafolds and ranked by population. A single fold representative is selected from each metafold. This representative is either suitable for simulation and becomes part of our release set, or is judged unsuitable for simulation and is rejected. Simulation and analysis data of fold representatives from the Top 100 most populated folds in our release set are publicly available on our website. (B) Three examples of fold representatives (in red) that were rejected because they are not truly autonomous domains. Left, cathepsin D from PDB 1LYA; Middle, chain 4 in the human poliovirus 1, from PDB 1AL2; Right, delta crystallin I from PDB 1I0A.
Figure 2.
Overview of the generation and use of our simulation data, organized through the Dynameomics database. After selection of protein targets to cover the majority of known protein folds (Figure 1) as well as to examine the influence of single residue mutations (Figure 5), structures obtained from the PDB are prepared for simulation by addition of hydrogens, minimization and solvation, according to our standard protocols (see text). Simulations are then run to capture both native state and unfolding dynamics. The simulation trajectories are stored in the database, together with a set of standard analysis (which can be viewed online). The simulations of native state dynamics are used to define global residue properties and build a fragment library (Figure 3). Specialized mining of the simulations in the database is also performed in-house, to examine further questions on protein dynamics and unfolding (Figure 4), including the use of new techniques such as wavelet and flexibility analysis. We also offer direct access to the native state simulations of the Top 100 fold representatives in our database to external users, who can query these data using SQL Server.
Figure 3.
Residue and fragment properties obtained from our simulation database. (A) GGAGG simulated at 298K for 100 ns, shown at 1 ns snapshots, aligned on the central Ala. Below are plots of solvent accessible surface area (SASA) and a Ramachandran map of the central Ala. (B) Top (left) and side (right) views of 100 representative sample rotamers from native state simulations for Leu. Below are plots of dihedral angle distributions and rotamer transition frequencies. (C) A 7-residue fragment as stored in the fragment library. Distances between heavy atoms of the terminal residues are used to characterize the fragment (only 4 are shown for clarity). Below, 20 fragments from our simulations matching our initial fragment (in black).
Figure 4.
Mining of the collected native state and unfolding simulations. (A) Flexibility and early unfolding trajectory of the DNA-binding domain of human telomeric protein, HTRF1. Flexibility vectors are shown as arrows scaled to four times the standard deviation of the atom’s motion along its principal axis for better visualization. The minimized crystal structure is shown with arrows indicating the direction of the trend in flexibility of three of the most flexible regions of the protein. (B) Projections of the unfolding of the protein Im7 in property space: A typical two property reaction coordinate using radius of gyration and fraction of native contacts, \( Q \). Projections of 4 global protein properties in three-dimensional space (radius of gyration, number of native contacts, main chain SASA and \% Helix) Two-dimensional projections from PCA on 15 properties from the unfolding of Im7. Native (N), intermediate (I) and denatured (D) state ensembles are indicated (3rd plot); One dimensional reaction coordinate for the unfolding of Im7 derived from a histogram of the mean distances to the reference ensemble for every unfolding structure (4th plot); Representative structures for each ensemble are shown (5th plot). (C) Structural mining of the states along the unfolding pathway. Left, Ramachandran distributions for all of the residues in the native, transition and denatured states. \((\Phi, \Psi)\) space is divided into 72 bins of 5°, colored by fractional population on a nonlinear scale. Middle, the percentage of time spent in \(\alpha\)-helix, \(\beta\)-sheet and \(\beta\)II conformations and right, the fraction of contacts present over 183 proteins are shown for the native (blue), transition (green) and denatured (red) states. The fraction of contacts is obtained by normalizing the average number of contacts in each ensemble by the maximum number of contacts of each type (nat, nonnat, and total). Nonnat. for nonnative (i.e. not present in the starting structure).
Figure 5.
SNPs and their structural effects on proteins. (A) Structures of human catechol O-methyltransferase. Crystal structures of the wild-type (left) and the V108M polymorph (center) show little structural difference. MD simulations, however, reveal major structural distortion in the V108M polymorph (right). Residue 108 is represented by orange spheres, and residues that bind to S-adenosylmethionine and substrate are represented by green and red spheres, respectively. Note the movement of a6 and a7 and the associated disruptions to the active site. (B) Surface cleft (boxed) created by the V143A polymorph (t = 30 ns) in p53. The cavity volume is ~800 Å³ and may serve as a good binding site for molecules to rescue p53 function. A ligand (colored magenta) with $K_d = 160$ nM as predicted by docking (using AutoDock, Morris et al., 1998) is shown bound in the cleft (right). (C) Interrupted DNA contacts induced by the V143A p53 polymorph (t = 30 ns). Side chains with completely interrupted DNA contacts are labeled. The ligand depicted in part B is colored magenta (right).
Table I

Contents of the Dynameomics Database

<table>
<thead>
<tr>
<th>Simulation set</th>
<th># of proteins</th>
<th># of simulations</th>
<th>Simulation time (μs)</th>
<th># of structures</th>
<th>Simulation data (TB)</th>
<th>Analysis data (TB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>298 K</td>
<td>996</td>
<td>1259</td>
<td>39.4</td>
<td>56.6 × 10^6</td>
<td>7.6</td>
<td>1.3</td>
</tr>
<tr>
<td>498 K</td>
<td>922</td>
<td>5355</td>
<td>111.5</td>
<td>159.3 × 10^6</td>
<td>35.1</td>
<td>6.4</td>
</tr>
<tr>
<td>SNPs (310 K)</td>
<td>229</td>
<td>649</td>
<td>30.2</td>
<td>30.2 × 10^6</td>
<td>11.2</td>
<td>2.0</td>
</tr>
<tr>
<td>DB Total b</td>
<td>1225</td>
<td>7263</td>
<td>181.1</td>
<td>246.1 × 10^6</td>
<td>53.9</td>
<td>9.7</td>
</tr>
<tr>
<td>Top 100 (298 K)c</td>
<td>100</td>
<td>100</td>
<td>3.2</td>
<td>3.2 × 10^6</td>
<td>1.0</td>
<td>0.2</td>
</tr>
<tr>
<td>SLIRP:GGXGG (298 K)c</td>
<td>23</td>
<td>38</td>
<td>3.8</td>
<td>3.8 × 10^6</td>
<td>0.017</td>
<td>0.007</td>
</tr>
<tr>
<td>Simulations waiting to be loaded into the Dynameomics Database (in Linux Warehouse) d</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dynamicomics</td>
<td>168</td>
<td>434</td>
<td>9.3</td>
<td>14.9 × 10^6</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>SLIRP</td>
<td>230</td>
<td>306</td>
<td>16.9</td>
<td>16.9 × 10^6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Amyloid Proteins</td>
<td>149</td>
<td>607</td>
<td>32.7</td>
<td>32.7 × 10^6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other folding + native</td>
<td>119</td>
<td>1065</td>
<td>58.4</td>
<td>64.5 × 10^6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Peptide Design</td>
<td>219</td>
<td>706</td>
<td>14.6</td>
<td>14.6 × 10^6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SNPs</td>
<td>123</td>
<td>454</td>
<td>19.7</td>
<td>19.7 × 10^6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Linux Total</td>
<td>1008</td>
<td>3571</td>
<td>151.6</td>
<td>163.3 × 10^6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grand Total</td>
<td>2233</td>
<td>10,834</td>
<td>332.7</td>
<td>409.4 × 10^6</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

These simulations represent all targets from the v2009 consensus domain dictionary as well as multiple proteins simulated for some highly populated metafolds. The set contains representatives of all autonomous protein domains and all simulations and their metadata have been loaded into the Dynameomics Database; this represents the core of Dynameomics. In addition the SLIRP portion of the database contains simulations of the 20 amino acids (with Asp, Glu and His both protonated and deprotonated) within the GGXGG peptide and expansion of the database to include SNP-associated proteins. Only protein coordinates, not solvent, are loaded into the database at this time.

Note that the proteins simulated at 498 K were also simulated at 298K. There were 11 additional proteins simulated at 298 K that were not run at 498 and 23 GGXGG peptide simulations, giving a total of 1225 comprised of 1202 protein simulations and 23 peptide simulations.

These simulation data are available at www.dynameomics.org.

These simulations have not yet been loaded in the database but they are contained within a structured, queryable warehouse while waiting to be added to the database. (Note that it took ~6 months to load the data already contained in the database.) In any case, the combined Windows database and Linux warehouse are nonoverlapping and contain simulations of a total of 2233 distinct protein/peptide systems of which 1761 are proteins. The DB/warehouse comprises 10,834 simulations and 4.1 × 10^8 structures. The simulations listed here on the Linux system occupy approximately 40 TB of 90 TB awaiting incorporation into the database; however, these files also contain solvent, so combined with different compression techniques, the file sizes aren’t directly comparable and aren’t broken down for the Linux side.