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Sleep is thought to be important for efficient daytime functioning. Deep nonrapid eye movement (NREM) sleep, also known as slow wave sleep (SWS), is considered to be the most restorative sleep stage and to be associated with sleep quality and maintenance of sleep. However, there is much to be learned about the function of SWS and its effects on other physiologic processes and daytime functioning. This review briefly summarizes some of the characteristics of SWS, how it is measured and regulated, as well as the contribution of SWS to sleep propensity and sleep maintenance.

WHAT IS SWS?

Sleep consists of two distinct phases: rapid eye movement (REM) sleep and NREM sleep, which can be identified using polysomnography. These two sleep phases have distinct sets of associated physiologic changes, neuroanatomic substrates, and neurochemical correlates.

In the young adult, REM sleep and NREM sleep alternate throughout the sleep episode in approximate 80- to 120-minute cycles, with REM sleep accounting for approximately 18–25% of total sleep time.

According to the classification of Rechtschaffen and Kales, NREM sleep is subdivided into four stages: stages 1, 2, 3, and 4. Stages 1 and 2 are often considered “light sleep,” whereas stages 3 and 4 are considered “deep sleep,” and together are called SWS (Figure 1). In the young adult, stages 1 and 2 account for approximately 4–9% and 45–60% of total sleep time, respectively, while normal subjects spend between 10 and 25% of their total sleep time in SWS. In the new scoring manual of the American Academy of Sleep Medicine, a distinction between stage 3 and stage 4 sleep is no longer made and SWS is referred to as NREM3 or N3. Defining characteristics of NREM sleep on the electroencephalogram (EEG) are: the sleep spindles, with their characteristic “spindle-like” changes in the amplitude of the 12–14 Hz oscillations of the EEG; K complexes, lasting at least 0.5 seconds and consisting of a well-delineated negative sharp wave followed immediately by a positive component; and slow waves or delta waves, with their characteristic slow frequency (< 2 Hz) and high amplitude (> 75 µV). Sleep spindle activity and slow waves vary within NREM sleep and this variation is the basis by which NREM sleep is subdivided into stages 1–4. Although slow waves and sleep spindles are present in stages 2, 3, and 4, spindles are more prevalent in stage 2 sleep, whereas slow waves dominate the EEG during stages 3 and 4. The neurophysiologic correlates and mechanisms underlying these EEG phenomena have been elucidated in part. SWS is defined on the basis of visual assessment of the frequency, amplitude, and incidence of low-frequency oscillations in the EEG < 2 Hz according to standardized criteria. The variation in the EEG during NREM sleep can also be quantified by spectral analysis or other automated signal analysis methods, such as period amplitude analysis. Using spectral analysis, variation in the slow and delta oscillations is captured by a measure called slow wave activity (SWA), which represents power density in the 0.75–4.5 Hz range. Variation in sleep spindle activity is captured by power density in the 12–14 Hz or 12–15 Hz range (sigma or spindle frequency activity), but can also be quantified by analysis measures that detect phasic EEG activity.

The dynamics of the visually identified sleep stages and computer detected SWA are illustrated in Figure 1. The time course of SWA clearly illustrates the continuous nature of the NREM sleep process, with little evidence for step-like changes in SWA at the transitions of the sleep stages. Not surprisingly, the maximum levels of SWA are present in stage 4 sleep, which is considered a deeper sleep than stage 3. However, the difference between sleep stages 3 and 4 is minor, and both may be considered delta sleep or SWS, and are called N3 according to the new classification. During stage 1 and REM sleep, very little SWA is present, and levels during stage 2 are intermediate between stage 1/REM and SWS. Figure 1 demonstrates very clearly how SWA gradually increases during the course of each NREM episode and then rapidly decreases shortly before the beginning of a REM episode. Moreover, both the rise rate and the maximum level of SWA decline across consecutive NREM episodes. The dynamics of SWA within and across NREM cycles have been described in great detail, and can be simulated using computer modeling. The dynamics of SWA are closely related to a number of other EEG measures that are thought to reflect connectivity in cortical networks.

SWS and SWA are also correlated with variations in endocrine and cardiovascular parameters. For example, the rate of secretion of human growth hormone is greatest during SWS and the autonomic nervous system shifts from a sympathetic
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to a parasympathetic dominance during SWS. Disruption of SWS can lead to a shift in autonomic balance and associated changes in the response to glucose challenges. In fact, as few as three nights of SWS disruption in humans can lead to a reduction in the ability to respond adequately to a glucose challenge. These changes are reflected in reduced insulin sensitivity and may point to an association between SWS disruption and increased risk of diabetes, possibly mediated through the effects of SWS disruption on the autonomic nervous system. Thus SWS is not only an EEG phenomenon, or a brain state, but also a state that affects many physiologic systems.

Circadian Regulation of SWS

Circadian rhythmicity is a major determinant of human physiology, endocrinology, and behavior. The circadian rhythm of which we are most aware is the sleep–wake cycle, but other major rhythms in physiology and endocrinology include core body temperature, plasma melatonin, and cortisol. These physiologic and behavioral rhythms are all driven by the suprachiasmatic nuclei (SCN) of the hypothalamus. Lesions of this structure abolish rhythmicity of these variables, and lesion studies have also demonstrated that the SCN is involved in the timing of sleep and wakefulness in animals. Furthermore, a lesion in or near the area homologous to the SCN in humans causes significant disruption to the sleep–wake cycle. These data support the role of the SCN in the circadian regulation of sleep. It has now been established that circadian rhythms are generated by transcriptional–translational feedback loops of a core set of “clock” genes. These genes are rhythmically expressed in the SCN but also in other brain areas, and in peripheral tissues and leukocytes. Variations in these genes are associated with, and can lead to, variation in the timing and structure of sleep.

Behavioral evidence for the involvement of the circadian timing system in the regulation of sleep was previously obtained in free-running experiments, in which subjects lived in environments free of time cues. Under these conditions, sleep–wake cycles not only desynchronize from the external 24-hour days, but in several cases also from the internal rhythm of body temperature. Detailed analyses of polysomnographically recorded sleep during these spontaneous occurrences of internal desynchrony suggested that sleep duration and sleep structure are determined by the interaction of a circadian oscillator and a sleep–wake oscillator.

The role of the circadian pacemaker in the regulation of NREM and REM sleep was investigated further using a forced desynchrony protocol in which subjects were scheduled to sleep–wake cycles well outside the circadian range, e.g., 28 or 20 hours. The circadian pacemakers cannot follow these 28- or 20-hour cycles and hence the sleep–wake cycle desynchronizes from the circadian rhythms of body temperature, melatonin, cortisol, etc. Sleep episodes occur at all phases of the endogenous circadian cycle and SWA declines during all sleep episodes, almost independently of the circadian phase. Interestingly, SWA is also virtually independent of another cycle: the menstrual cycle. SWA activity declines in all sleep episodes,
Homeostatic regulation is the control and maintenance of a stable, constant condition, and involves multiple regulatory mechanisms. Sleep-deprivation studies, which increase sleep pressure, and sleep extension and nap studies, which lead to a reduction in sleep pressure, have been used to investigate whether SWS is homeostatically controlled. This was established early in the modern era of sleep research, in particular through the extensive work by Webb and others, using visual scoring of SWS. More recently, this homeostatic process has been investigated in studies using quantitative EEG methods, such as spectral analysis and period-amplitude analysis, and high-density EEG methods, such as brain mapping.

In one such study, nine subjects were kept awake for 36 hours with baseline sleep starting at 11 pm and recovery sleep at 7 pm. When recovery sleep is initiated at this circadian phase and subjects are not awakened by the study investigator, very long recovery sleep episodes (>12 hours) can be observed. Analysis of the dynamics of SWA during the many NREM–REM cycles of recovery sleep revealed that SWA in NREM sleep was initially significantly enhanced compared with baseline, and then reached stable levels during the second part of the sleep episode. Also, in these types of experiments, little evidence for circadian control of SWS/SWA was observed (Figure 3).

Homeostatic regulation of SWS has also been demonstrated in a large number of (rodent) species. In the rat, SWA oscillates in synchrony with the NREM–REM cycles, albeit with a shorter periodicity than in humans, reflecting the smaller brain size (Figure 3). At baseline, SWA declines during the course of major sleep episodes, which occur during the day. Recovery from sleep deprivation is accompanied by a marked increase in NREM sleep duration and enhancement of SWA, in particular during the initial part of recovery sleep, just as it is in humans (Figure 3). Manipulation of the circadian timing system by shortening or lengthening the photoperiod exerts a predominant effect on the 24-hour sleep pattern, but little effect on 24-hour baseline levels of total sleep time or the response to sleep deprivation. Thus, changes in the duration of the photoperiod and the accompanying changes in circadian organization do not affect the basic process regulating sleep in diurnal rodents or humans, confirming the robustness of homeostatic control of SWS/SWA.

Sleep deprivation and changes in the duration of the photoperiod may be considered an extreme intervention in the study of sleep regulation. In contrast, nap studies provide a more measured approach. Several nap studies have demonstrated that within a physiologic range of wake durations, SWS is regulated very accurately. In a nap study in healthy female subjects, naps were scheduled at different times of the day, at least 2 days apart, while also maintaining a regular sleep–wake schedule. Analysis of SWA during these naps demonstrated a gradual increase of SWA in the course of the waking day. Thus, whereas during consolidated sleep SWA declines, SWA increases during wakefulness (Figure 4). It is interesting to note that in these studies, the propensity to initiate sleep dissociated from the time course of SWA. Thus SWA increased monotonically with time awake, whereas daytime sleep propensity displayed a more complex pattern, with a local maximum in the afternoon, followed by a decline and a nadir in the wake maintenance zone, shortly before habitual bedtime.

Naps during the day and in particular naps in the late afternoon or early evening led to a reduction in the level of SWS or SWA in the initial part of subsequent nocturnal sleep, and an increase in sleep spindle activity when compared with subjects who did not have a nap (Figure 5). This is a consequence of the homeostatic regulation of SWS/SWA: SWA produced dur-

Figure 2—A: Time course of slow wave activity (SWA) during sleep episodes from a healthy subject during a forced desynchrony protocol. Data are double plotted, i.e., two consecutive 24-hour periods are plotted next to each other and below each other. The solid line represents the progression of the timing of the nadir of the core body temperature rhythm. Note that SWA declines in all sleep episodes, regardless of when the sleep episodes are initiated relative to the core body temperature nadir. B: Estimation of the circadian (left panel) and sleep-dependent (right panel) changes in SWA (upper panel) and core body temperature (lower panel) in 8 healthy subjects living in an environment free from time cues for 33–36 days and scheduled to a 24-hour rest–activity cycle. Note that while there is a robust sleep-dependent modulation of SWA, its circadian amplitude is very small, indicating that the SWA is not strongly modulated by circadian phase. NREM, non-rapid eye movement. Reproduced, with permission, from Dijk and Czeisler.

during all phases of the menstrual cycle. In contrast, sleep spindle activity is modulated significantly across the phases of the menstrual cycle.
Gender-Related Differences in SWS/SWA

Gender-related differences in NREM sleep have been noted for middle-aged and older subjects, with women having more SWS during normal and recovery sleep, and more stage 3 and 4 NREM sleep.\textsuperscript{49,50} It has been suggested that this difference may be related to the reduction in SWS that occurs with aging, rather than a specific gender difference.\textsuperscript{50}

In a study comparing 13 young men (mean age 23.5 years) and 15 young women (mean age 21.9 years), visual scoring of EEGs revealed that men and women have similar amounts of SWS and REM sleep. However, spectral analysis detected significantly higher power densities during NREM sleep over a wide frequency range (0.25–11.0 Hz) in female subjects compared with male subjects.\textsuperscript{51} These differences persisted throughout the time course of sleep. The question arises as to whether these differences reflect neuroanatomic differences rather than gender differences in sleep regulatory mechanisms.\textsuperscript{51}

Subsequent studies have shown that women have more SWS and SWA than men, and this sex difference is present in adults of all ages.\textsuperscript{52,53} The functional significance and correlates of these sex differences in SWS are being investigated, but remain poorly understood.\textsuperscript{54,55} Understanding differences in SWS between men and women is of interest because many more women complain of sleep problems, such as insomnia. In fact, recent data suggest that the effects of insomnia on SWS differ between men and women.\textsuperscript{56} Surprisingly, women with primary insomnia had greater low-frequency power (3–5 Hz) across all NREM periods, as well as greater high-frequency power (16–44 Hz) in the first 3 NREM periods, compared with controls (those who slept well). In contrast, men with primary insomnia did not differ from controls with respect to these variables.

**Figure 3**—Time course of slow wave activity (SWA) and prevailing vigilance state (N, nonrapid eye movement sleep; R, rapid eye movement sleep; W, waking) during baseline sleep and recovery sleep following 36 hours’ sleep deprivation in humans\textsuperscript{36} and 24 hours’ sleep deprivation in the rat (Franken, unpublished data). Reproduced, with permission, from Dijk et al\textsuperscript{16} and Paul Franken.
Age-Related Reduction in SWS/SWA and Daytime Sleep Propensity

SWS and SWA exhibit major changes across the life span and aging is indeed a very strong predictor of individual differences. In fact, compared with the large number of other sleep parameters, the size of the effect of aging on SWS is one of the greatest. SWS reaches a peak during the prepubertal years and declines thereafter. Many of these studies have also shown that the number of nocturnal awakenings increases with age. It should be emphasized that these age-related changes in SWS and sleep continuity are observed even in healthy individuals without sleep complaints and without sleep disorders. The question arises as to whether this reduction in nocturnal sleep quality with aging leads to negative consequences for daytime functioning, e.g., an increase in sleep propensity. Maybe surprisingly, very little evidence for this has emerged. In fact, reviews of the effect of age on sleep propensity, as assessed by the Multiple Sleep Latency Test (MSLT), suggest that daytime sleep propensity declines with aging. It was recently shown that older people have lower daytime sleep propensity than young people and that this reduction is even observed when controlled for variation in habitual sleep duration. This age-related reduction in daytime sleep propensity is already observed in middle-aged people and occurs in the presence of statistically significant reductions in total sleep time, SWS, and SWA. The age-related reduction in SWS and sleep propensity is observed during all circadian phases. Thus, in summary, older people, and men in particular, have far less SWS/SWA than young people, and sleep continuity—in particular the continuity of NREM sleep—is much poorer in older people.

Genes and Individual Differences

Individuals also differ markedly with respect to SWS and SWA even within a narrow age range and within one gender. These differences are robust against manipulations of state variables, e.g., sleep deprivation, and can be considered trait-like. In fact, alterations in a number of genes, including those coding for adenosine deaminase and the circadian clock gene coding for the PERIOD3 (PER3) protein, have now been shown to predict individual differences in SWS. In rodents, other clock genes, which are not only expressed in the SCN but also in other brain areas, have been shown to affect SWS. Thus, in contrast to the independent relationship at the behavioral and neuroanatomic levels, SWS/SWA and circadian rhythmicity appear to be related at the molecular level. It remains to be established whether these individual differences in SWS and their genetic predictors are associated with sleep and circadian disorders. The PER3 polymorphism, which predicts differences in SWS, has been shown to be associated with delayed sleep-phase syndrome.

FUNCTIONAL CORRELATES OF SWS

The large interindividual differences in SWS/SWA, the profound age-related changes in SWS/SWA, and the accurate homeostatic regulation of SWS/SWA raise the question of functional correlates of SWS/SWA. Can differences in SWS/SWA be associated with differences in sleep quality and daytime functioning?

Effect of Reduction of Nocturnal SWS Through Napping on Subsequent Sleep Propensity

By changing sleep pressure, using either nap studies to reduce sleep pressure or sleep deprivation studies to increase sleep pressure, it is possible to affect sleep propensity during the night. For example, in a study of nine healthy subjects, a nap in the early evening led to a marked increase in the latency to sleep onset and a reduction in REM sleep latency during subsequent nocturnal sleep. Thus the latency (mean ± standard error) to stage 1 was increased from 8.8 (± 1.6) minutes to 35.6 (± 8.8) minutes, and the latency to stage 2 from 12.8 (± 2.0) minutes to 45.5 (± 8.8 minutes), while the latency to REM sleep was reduced from 76.5 (± 4.3) minutes to 57.3 (± 7.8) minutes (Figure 5). These effects of a nap are so substantial and reliable that post-nap nocturnal sleep has been used as a model for sleep-onset insomnia in a number of studies.

Inter- and Intra-Individual Differences in SWS and Sleep Continuity

SWS and sleep continuity decline across the life span. Sleep deprivation enhances SWS and reduces arousals, in particular, micro- arousals. The relationship between SWS and sleep continuity was further investigated in a large group of healthy sub-
healthy subjects (N = 58) were compared with the baseline night. This study demonstrates the both the power densities and the amount of SWS increased deprivation. In the hours of sleep following SWS deprivation, frequencies of delta and theta activity diminished during SWSjects were deprived of SWS using acoustic stimuli (avoiding in a sleep-disruption study in nine healthy young males, sub in a sleep episode or during the next sleep episode, in situations disturbed subsequent sleep, which may be either within the same disruption and reduction of SWS through acoustic stimulation (or mild electrical stimulation in early studies). Such studies have demonstrated that the amount of SWS achieved can be substantially reduced without major changes in NREM and REM time. In other words, the intervention only reduces SWS and, in fact, primarily reduces stage 4 sleep, although the acoustic stimulation will lead to arousals and perhaps to brief awakenings. These experiments have also demonstrated that SWS deprivation results in a SWS rebound during undisturbed subsequent sleep, which may be either within the same sleep episode or during the next sleep episode, in situations where SWS disruption has lasted all night. For example, in a sleep-disruption study in nine healthy young males, subjects were deprived of SWS using acoustic stimuli (avoiding wakefulness) during the first 3 hours of the third night. The frequencies of delta and theta activity diminished during SWS deprivation. In the hours of sleep following SWS deprivation, both the power densities and the amount of SWS increased compared with the baseline night. This study demonstrates the accurate homeostatic regulation of SWS within a sleep episode (Figure 6).

Similarly, following 2 nights of disrupted sleep with acoustic-stimulated SWS suppression in 10 healthy subjects, the proportion of SWS was shown to increase on the recovery night. It would appear that the SWS deficit on the first night was carried over to the recovery night. These findings support the hypothesis that the amount of SWS is more strongly linked to the amount of SWS and SWA that was obtained during the previous sleep periods than to total sleep time, again providing evidence of a memory for SWS in accordance with its homeostatic regulation. These data also imply that SWS deprivation leads to a SWS deficit that is carried over the waking episode, suggesting that this approach can be used to investigate the effects of a SWS deficit on waking function. A number of such studies have been conducted and the results have been equivocal. In an early experiment, Johnson and co-workers compared 3 nights of stage 4 deprivation in 7 young adults and 3 nights of REM deprivation in 7 young adults. Whereas both deprivation procedures led to decreases in a number of measures, including counting performance, significant differences between the two deprivation regimes were not detected and a specific contribution of stage 4 sleep to daytime function was not identified. In more recent experiments, effects of SWS deprivation on performance and daytime sleep propensity were reported, but these effects were attributed to the negative effects of the intervention on sleep continuity rather than to SWS specifically. In view of the close interrelation between SWS and sleep continuity, however, it is debatable whether the effects of SWS and sleep continuity can be separated. Many of these studies used only small sample sizes and did not use spectral analysis to quantify the effects of SWS deprivation.

In one recent experiment, healthy subjects (N = 58) were deprived of SWS for 2 nights, using acoustic stimulation upon appearance of delta waves in the sleep EEG. Measurement of daytime sleep propensity using the MSLT demonstrated a sig-
significant increase in daytime sleep propensity after both nights of deprivation compared with the control group who were not deprived of SWS (N = 59). In another recent experiment, SWS deprivation was used to investigate its contribution to sleep-dependent improvement on a perceptual learning task in 20 young individuals. The improvement in performance on a texture-discrimination task correlated with SWS and SWA, when the control and experimental conditions were combined in those 16 individuals who met a specific initial performance criterion.

A similar correlation between local SWA and improvement in performance on a visuomotor coordination task was reported using high-density EEG.

Overall, these studies indicate that daytime sleep propensity is increased by inducing an enhanced pressure for SWS through disruption of night-time SWS, while nocturnal sleep propensity and SWS are reduced following an evening nap during which much of the pressure for SWS is dissipated. These studies, together with the observation that SWS and SWA are associated with sleep continuity (as assessed by the number of awakenings), suggest that enhancement of SWS and SWA may lead to an improvement in sleep continuity as well as a reduction in daytime sleep propensity and may contribute to daytime function.

**HYPNOTICS**

Most hypnotics, in particular the benzodiazepines and the Z-drugs such as zolpidem and zopiclone, reduce SWS and SWA. However, a number of compounds that have hypnotic properties can enhance SWS; these include ethanol, gamma-hydroxybutyrate/sodium oxybate, tiagabine, gaboxadol, and antagonists of 5HT₂ receptors. For example, in a direct comparison of seganserin, a 5HT₂ antagonist, and temazepam on human sleep stages and EEG power spectra during the night after a nap in the early evening, seganserin was found to produce an increase in SWS and an enhancement of the power density in the delta and theta frequencies during NREM sleep. In contrast, temazepam induced a reduction in the power density in the delta and theta frequencies. Thus, 5HT₂ antagonism increased SWA and the benzodiazepines had the opposite effect.

Furthermore, eplivanserin, an Antagonist of Serotonin Two A Receptors (ASTAR), when administered to healthy subjects in the morning or in the evening, doubled the duration of SWS and produced a corresponding decrease in stage 2 sleep compared with placebo. Spectral analysis of the effects of eplivanserin on the sleep EEG demonstrated that SWS was increased and spindle frequency activity was decreased. These data show that antagonism of 5HT₂ receptors results in an enhancement of SWS and SWA during sleep, which may lead to an improvement in sleep structure and may be of benefit in patients with primary insomnia.

**CONCLUSIONS**

SWS is precisely regulated and compensated for. The dominance of SWS in frontal areas associated with higher brain function, or in areas that have been very active during wakefulness, emphasizes the significant role of SWS. The negative correlations between SWA and SWS and measures of sleep continuity in animals and humans suggest that SWS contributes to sleep continuity. Experimental disruption of SWS increases shallow sleep and sleep fragmentation, increases daytime sleep propensity, and may impair daytime function. These data provide a rationale for testing the hypothesis that pharmacologic enhancement of SWS may lead to improvements of sleep maintenance and daytime function in patients with primary insomnia or nonrestorative sleep.
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